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H I G H L I G H T S

• Associations between sexual assault and psychopathology are meta-analyzed.

• Sexual assault was associated with increased risk for and severity of all disorders.

• Effects were largest and most robust for PTSD and suicidality.

• Samples reporting more severe assaults evidenced more psychopathology.

• Sexual assault history should be considered when treating common mental disorders.
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A B S T R A C T

Sexual assault (SA) is a common and deleterious form of trauma. Over 40 years of research on its impact has
suggested that SA has particularly severe effects on a variety of forms of psychopathology, and has highlighted
unique aspects of SA as a form of trauma that contribute to these outcomes. The goal of this meta-analytic review
was to synthesize the empirical literature from 1970 to 2014 (reflecting 497 effect sizes) to understand the
degree to which (a) SA confers general risk for psychological dysfunction rather than specific risk for post-
traumatic stress, and (b) differences in studies and samples account for variation in observed effects. Results
indicate that people who have been sexually assaulted report significantly worse psychopathology than un-
assaulted comparisons (average Hedges' g= 0.61). SA was associated with increased risk for all forms of psy-
chopathology assessed, and relatively stronger associations were observed for posttraumatic stress and suicid-
ality. Effects endured across differences in sample demographics. The use of broader SA operationalizations (e.g.,
including incapacitated, coerced, or nonpenetrative SA) was not associated with differences in effects, although
including attempted SA in operationalizations resulted in lower effects. Larger effects were observed in samples
with more assaults involving stranger perpetrators, weapons, or physical injury. In the context of the broader
literature, our findings provide evidence that experiencing SA is major risk factor for multiple forms of psy-
chological dysfunction across populations and assault types.

1. Introduction

Sexual assault (SA) is a common form of trauma: 17–25% of women and
1–3% of men will be sexually assaulted in their lifetime (Black et al., 2011;
Fisher, Cullen, &Turner, 2000; Koss, Gidycz, &Wisniewski, 1987;
Tjaden&Thoennes, 2000, 2006). The high prevalence of SA is particularly
concerning in light of its significant psychological consequences for survi-
vors (e.g., Campbell, Dworkin, &Cabral, 2009). Indeed, SA appears to have
a more substantial impact on mental health than other forms of trauma
(Kelley, Weathers, McDevitt-Murphy, Eakin, & Flood, 2009; Kessler et al.,
1995). As a result, SA is an issue of major public health concern.

1.1. Research on the role of sexual assault in the development of
psychopathology: A brief history

The past forty years have represented a period of significant growth
and evolution in both public and research attention to SA. Beginning as
early as the 1970s, increasing attention to SA as a feminist issue as well
as growing interest in the impact of traumatic life experiences mani-
fested in several seminal academic works on the psychological impact
of SA. Sutherland and Scherl (1970) interviewed 13 women who had
been sexually assaulted, and described a condition involving an early
period of anxiety and fear, followed by a depressive phase. Burgess and
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Holmstrom (1974) interviewed 146 women admitted to a hospital with
a presenting complaint of SA. “Rape trauma syndrome,” as they called
the condition they observed, was described as involving a spectrum of
acute symptoms including somatic reactions like muscle tension and
stomach pain, as well as emotional reactions like fear and self-blame.
Over time, survivors were said to enter a “reorganization” phase that
included nightmares, phobic reactions to trauma reminders, and in-
creases in motor activity. These articles set the groundwork for an ex-
plosion of research on the impact of SA (Koss, 2005).

By 1980, the set of symptoms described by these early studies was
recognized to be highly similar to descriptions of other trauma-related
syndromes (e.g., “combat fatigue”), and a new condition reflecting
these syndromes, called posttraumatic stress disorder (PTSD), was in-
troduced to the Diagnostic and Statistical Manual of Mental Disorders
(DSM; APA, 1980). Although the framing of SA's impact through the
lens of a single form of psychopathology was critiqued by feminist
scholars (see Wasco, 2003), a benefit of this new construct was a sub-
stantial increase in research attention to both trauma generally and SA
specifically. This increased attention was reflected in several early
longitudinal studies assessing the impact of SA. For example, Kilpatrick,
Resick, and Veronen (1981) followed 20 recent SA survivors and 20
controls over a year, and identified elevations in fear and anxiety within
the SA group across this period. Atkeson, Calhoun, Resick, and Ellis
(1982) assessed 115 recent SA survivors and 87 controls for a year, and
found that group differences in depression had resolved by four months
post-assault. Epidemiological research also began to assess the impact
of SA during this time. In the earliest epidemiological assessment of
trauma-related psychopathology to assess SA, the Detroit Area Survey
of Trauma (N = 1007) found that the prevalence of PTSD in survivors
of non-SA traumas ranged from 12% to 24%, but the prevalence of
PTSD in survivors of SA was 80% (Breslau, Davis, Andreski, & Peterson,
1991). Similarly, the National Comorbidity Survey (N = 5877) found
that rape was the most common cause of PTSD in women, and nearly
half of men and women exposed to SA met criteria for lifetime PTSD
(Kessler et al., 1999).

As the field evolved, epidemiological studies began to examine
the relationship between traumas like SA and conditions beyond
PTSD alone. For example, results from the National Epidemiological
Survey on Alcohol and Related Conditions—a large, representative
US sample (N = 31,875)—indicated that experiencing adult SA was
associated with significantly increased risk for new onset of several
forms of psychopathology, including substance use disorder, bi-
polar disorder, and PTSD (Xu et al., 2013). In addition, the National
Women's Study Replication—a nationally-representative sample of
women (N = 3001)—found that forcible rape was associated with
risk for a major depressive episode (Zinzow et al., 2010), and both
forcible and drug/alcohol facilitated rape were associated with risk
for PTSD.

Over the following decades, research accumulated to demonstrate
that SA is associated with many forms of psychological dysfunction. A
qualitative review of the prevalence of various mental disorders in
survivors of adult SA found that 17%–65% of people with a history of
SA develop PTSD, 13%–51% meet diagnostic criteria for depression,
12–40% experience symptoms of anxiety, 13–49% develop alcohol use
disorders, 28–61% develop drug use disorders, 23–44% experience
suicidal ideation, and 2–19% attempt suicide (Campbell et al., 2009).
Although other psychological conditions have received less frequent
attention in relation to SA, there is some evidence that SA is associated
with conditions such as obsessive-compulsive disorder (Arata, 1999;
Boudreaux, Kilpatrick, Resnick, Best, & Saunders, 1998; Burnam et al.,
1988; Frazier & Schauben, 1994; Kilpatrick et al., 1981; Walker,
Gelfand, Gelfand, Koss, & Katon, 1995; Winfield, George,
Swartz, & Blazer, 1990) and bipolar disorder (Arata, 1999; Burnam
et al., 1988; Xu et al., 2013).

It is evident from this work that, although SA is a life-altering
experience for many survivors, not all who are assaulted develop

psychological problems. Thus, many studies have attempted to
understand who is most at risk for developing post-trauma psy-
chopathology. Much of this work has focused on characteristics of
individuals (e.g., demographics, prior assault history) or assaults
(e.g., assailant type, peritraumatic dissociation) as correlates of
post-assault distress, as reflected in early reviews in this area (e.g.,
Goodman, Koss, & Russo, 1993). In a past meta-analysis of 50 stu-
dies assessing the association between interpersonal violence and
psychopathology, however, the only demographic characteristics
related to distress were the percent of women in the sample and age
at the time of victimization (Weaver & Clum, 1995). Characteristics
of traumas experienced, such as the amount of force used and sur-
vivors' subjective appraisals of the trauma (e.g., self-blame), were
also associated with recovery in this analysis.

In contrast to this search for correlates of recovery at the level of
individuals or assaults, researchers have increasingly applied an eco-
logical lens to identifying correlates of SA recovery (see Carter-
Snell & Jakubec, 2013, Campbell et al., 2009, and Neville & Heppner,
1999 for ecologically-based reviews). This perspective emphasizes that
SA recovery occurs in a multilevel social context, in which the unique
aspects of SA as a form of trauma interface with aspects of the en-
vironment to affect recovery. From this work, it is clear that SA remains
a highly stigmatized experience (Kennedy & Prock, 2016) that is asso-
ciated with societal “rape myths,” such as the idea that survivors are to
blame for assault (Edwards, Turchik, Dardis, Reynolds, & Gidycz,
2011). There is evidence that survivors internalize this stigma, leading
to self-blame, shame, and unwillingness to seek help (Kennedy & Prock,
2016). In addition, survivors who choose to disclose their assault to
friends, relatives, or professionals often experience negative social re-
actions, such as victim blame, that have been associated with increased
risk for PTSD in longitudinal research (Ullman & Peter-Hagene, 2014).
Reflecting both the increased public attention to the importance of
improving community responses SA and the unique nature of SA as a
form of trauma, a variety of dedicated services are now available to
survivors of SA that may affect their recovery processes (e.g., Sexual
Assault Nurse Examiners, rape crisis centers, SA medical and legal ad-
vocates) (Campbell et al., 1999). However, the impact of these spe-
cialized services on survivors' mental health has been largely un-
explored.

1.2. Unresolved questions in research on sexual assault's psychological
impact

Four decades of research on the psychological impact of SA offer a
rich body of work that can be examined to identify patterns in findings
across studies. Although the bulk of the research on this topic has
identified associations between SA and various forms of psycho-
pathology, exceptions exist, and studies differ with regard to the
strength of the association that they identify. Clarifying the conditions
under which associations between SA and psychopathology are ob-
served has the potential to inform theoretical understandings of the
development of mental disorders after trauma, which in turn, could
inform the development of efficacious interventions and prevention
strategies. Next, we outline unresolved questions in research on SA's
psychological impact—those that have received limited research at-
tention or yielded mixed findings across studies—that can be explored
by examining this body of literature as a whole.

1.2.1. Is sexual assault a risk factor for PTSD specifically or psychological
dysfunction broadly?

In understanding the mechanisms by which traumas like SA produce
psychopathology, it is important to understand whether SA is a specific
risk factor for certain conditions or a more general risk factor for psy-
chological dysfunction. The psychological literature on trauma has
primarily focused on posttraumatic stress disorder, and other conditions
often observed in traumatized populations (e.g., depression, anxiety,
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substance use disorders) have received relatively less attention (aside
from their co-occurrence with PTSD). This focus on PTSD is based in a
theoretical understanding of PTSD as a unique phenotype arising from
trauma that is conceptually different from other disorders that often are
seen in trauma survivors (e.g., depression, anxiety disorders) in that its
etiology necessarily involves an external trauma event (APA, 2013).
These other disorders are thought to be associated with or exacerbated
by a trauma, but are not dependent on an experience of trauma in most
cases (Friedman, Resick, Bryant, & Brewin, 2011). Indeed, in the DSM-
5, PTSD was moved out of the anxiety disorders into a new diagnostic
category, called “trauma- and stressor-related disorders” (APA, 2013).
The extent to which this focus on PTSD as a primary, distinct, and
unique outcome of traumas like SA is justified remains unclear, given
the wide variation in prevalence estimates of disorders other than PTSD
in trauma survivors described previously. Clarifying whether traumas
like SA are specifically associated with PTSD or broadly associated with
multiple forms of psychopathology could expand the understanding of
the nature of the impact of SA, which may have implications for theory
development as well as the assessment and treatment of psycho-
pathology following assault.

1.2.2. How do differences in study methods and samples alter observed
relationships?

In understanding inconsistencies in observed relationships between
SA and psychopathology across studies, it also is important to account
for unique aspects of SA as a form of trauma and corresponding var-
iation in research on this topic. SA is a particularly common, deleter-
ious, and stigmatized trauma that is the focus of much public discourse
regarding issues such as the degree to which various forms of SA are
expected to produce psychological harm. Because of these character-
istics, SA has received significant focused research attention—with
unique methodological characteristics—independent from other
traumas, and numerous debates have arisen regarding best-practice
approaches to researching SA. We next review how these differences in
study methods and samples might account for differences in study re-
sults.

1.2.2.1. Operationalization of constructs and assessment quality. There is
significant variation in the field regarding methods of assessing SA.
Some studies use the Sexual Experiences Survey (Koss et al., 2007),
which includes a variety of types of SA (e.g., coerced, incapacitated,
and forced; attempted and completed; fondling and penetrative SA)
and, given its specificity, is considered to be a gold standard self-report
measure for assessing SA victimization. However, researchers using the
Sexual Experiences Survey vary in terms of the items they use to
operationalize SA for analytic purposes. Other researchers create their
own measures that include varying operational definitions across these
dimensions. Still, other studies use single-item measures of SA that refer
broadly to “sexual assault” or “rape” and leave the operational
definition of these terms to study participants. This raises two major
issues. First, it is not known whether the breadth of operational
definitions of SA (e.g., including coerced SA in operational
definitions) used in research is associated with the observed strength
of the SA-psychopathology relationship. Indeed, an ongoing debate
over the appropriate operational definition of SA (Cook, Gidycz,
Koss, &Murphy, 2011; Koss, 2011) has centered on concerns that
broad definitions of SA may obscure its connection with
psychopathology. If survivors of assaults that fall under broader
operationalizations truly are less affected by their experiences, then
broadening operational definitions should result in smaller observed
differences from unassaulted samples. Second, these differences in
assessment also represent differences in quality. Best-practice
approaches to assessing SA include the use of multi-item validated
instruments that explicitly define both behaviors considered assaultive
(e.g., vaginal penetration), as well as the tactics through which these
behaviors are achieved (e.g., force, coercion). If high-quality

assessments capture a wider range of experiences of SA (e.g., less
severe forms of SA), and low-quality assessments might fail to capture
actual survivors of SA (i.e., false negatives), higher assessment quality
would likely reduce observed group differences in psychopathology.
Clarifying the impact of assessment quality on observed relationships
between SA and psychopathology could help to guide methodological
decisions in this research area.

Similar quality issues are present in assessments of psycho-
pathology. The quality of assessment measures range from single-item
self-report instruments that are not directly connected to DSM symptom
criteria, to standardized, validated diagnostic interviews. Although a
past meta-analysis on the relationship between interpersonal violence
and distress did not find evidence that indicators of validity were as-
sociated with the magnitude of observed effects (Weaver & Clum,
1995), it is not clear whether this relationship has changed in the past
20 years of methodological development in this area. If higher-quality
assessments capture more “true” psychopathology, and differences in
psychopathology exist between SA and no-SA groups, low-quality as-
sessment methods would be expected to reduce these observed differ-
ences. Because using the highest-quality assessment measures is re-
source-intensive, understanding the extent to which they minimize bias
could help to inform methodological decisions.

1.2.2.2. Comparison group. It is unclear in comparison to whom
sexually assaulted people evidence greater psychopathology. Some
studies use comparison groups that are selected for their lack of
trauma experience, others use comparison groups that have not
experienced SA, and others use comparison groups that have
experienced another form of trauma (e.g., motor vehicle accidents).
Experiencing any trauma is an environmental stressor that is likely to
increase risk for psychopathology; therefore, sexually assaulted people
should evidence higher levels of psychopathology relative to people
who have never experienced trauma. In addition, there is some
evidence to suggest that SA is a particularly harmful form of trauma
(Kessler et al., 1995; Kelley et al., 2009). An earlier meta-analysis on
psychological distress related to interpersonal violence found no
difference between SA and other interpersonal trauma types in terms
of their level of distress (Weaver & Clum, 1995), but did not compare SA
to non-interpersonal traumas. Such comparisons would be needed to
clarify the unique impact of SA relative to other traumas.

1.2.2.3. Lifetime vs. adult/adolescent SA. Unlike the broader trauma
literature, which generally assesses lifetime exposure to a number of
forms of trauma (including SA), the SA literature has been largely siloed
into research on childhood SA and adolescent/adult SA (i.e., at or after
age 12–15, depending on study definitions). The degree to which these
bodies of literature are comparable is unclear, and correspondingly,
existing systematic quantitative and qualitative reviews of the impact of
SA have limited their scope to childhood SA (Chen et al., 2010;
Smolak &Murnen, 2002) or adult SA (Campbell et al., 2009). Indeed,
evidence from meta-analyses that younger age at trauma exposure is
associated with increased risk for PTSD (Brewin, Andrews, & Valentine,
2000; Ozer, Best, Lipsey, &Weiss, 2003) suggests that studies of lifetime
SA might not be directly comparable to studies of adolescent/adult SA.
However, the lifetime SA literature offers an rich potential source of
information, and thus, the comparability of lifetime SA studies to
adolescent/adult SA studies is an important empirical question to
inform further reviews and theory development.

1.2.2.4. Differences in samples. Interpersonal violence does not
inevitably lead to psychopathology (Weaver & Clum, 1995), and it
remains unclear how its effects differ across people. Thus, it is
important to explore how the relationship between SA and
psychopathology differs as a function of sample characteristics (e.g.,
types of assaults experienced, average time since assault, sample
demographics).
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Assaults vary in terms of characteristics that could affect psycho-
pathology, such as the presence of physical injury, weapon use by the
perpetrator, or the relationship of the victim to the offender. In a past
qualitative review of the relationship of these SA assault characteristics
to psychopathology, only physical injury was associated with psycho-
pathology (Campbell et al., 2009). This may be because injury increases
perceived life threat, which a past meta-analysis has found to predict
PTSD across types of trauma (Ozer et al., 2003). Similarly, a meta-
analysis of psychopathology related to child sexual abuse did not find
differences based on victim-offender relationship (Paolucci & Genuis,
2001), although child sexual abuse tends to involve different perpe-
trator types (e.g., family members) than adult SA (Tjaden & Thoennes,
2006). Further examination of how assault characteristics predict psy-
chopathology in relation to SA specifically is needed to clarify the un-
ique aspects of SA experiences that contribute to psychopathology.

Time since assault may alter observed relationships with psycho-
pathology. In a meta-analysis of the association between distress and
interpersonal violence, time since stressor was negatively associated
with effect sizes (Weaver & Clum, 1995), and a review of the impact of
intimate partner violence on psychopathology found that rates of de-
pression decline over time (Golding, 1999). Because SA is thought to
have a stronger relationship with psychopathology than other inter-
personal forms of trauma (Kessler et al., 1995), it is possible that its
effect is more persistent over time. However, this has not been tested.

SA may have a different impact on survivors depending on their
demographic characteristics, such as age, gender, and race/ethnicity. A
qualitative review of associations between SA specifically and multiple
forms of trauma identified mixed findings regarding the importance of
current age in post-SA psychopathology: most studies identified no re-
lationship between age and distress, and several identified either po-
sitive or negative associations between age and specific forms of psy-
chopathology (Campbell et al., 2009). In terms of gender, results also
are mixed. One meta-analysis found that the percentage of women in
the sample was positively associated with the magnitude of the re-
lationship between interpersonal victimization and psychological dis-
tress (Weaver & Clum, 1995), but this analysis included few samples of
men and combined types of interpersonal victimization, which poten-
tially resulted in an underestimation of the impact of SA on men. In
contrast, one meta-analysis suggested that the association between in-
terpersonal violence and PTSD is not stronger for women than men
(Tolin & Foa, 2006), and a second also did not identify gender differ-
ences in the association between child sexual abuse and psycho-
pathology (Paolucci & Genuis, 2001). Results for racial/ethnic differ-
ences appear more clear: most studies have not identified an association
between race/ethnicity and SA-related psychopathology (Campbell
et al., 2009), but no meta-analysis has tested this relationship. Gen-
erally, because SA is—unlike many other forms of trauma—dispro-
portionately experienced by women and young people, and there is
some evidence to suggest that racial differences exist in SA victimiza-
tion (Acierno, Resnick, & Kilpatrick, 1997), it is important to clarify
whether demographic differences exist in the impact of SA specifically.
Understanding who is most affected by SA has the potential to inform
targeted efforts to prevent psychopathology.

Finally, increasing attention has been paid to the specific impact of
SA on populations such as college students and veterans/military per-
sonnel. It is unclear whether different relationships between SA and
psychopathology are observed depending on which population is
sampled. There is evidence that a lack of a college education is asso-
ciated with higher likelihood of suicide attempts among SA survivors
(Ullman & Brecklin, 2002b), and less-educated SA survivors evidence
more self blame compared to college-educated survivors (Long, Ullman,
Starzynski, Long, &Mason, 2007). However, when considering popu-
lation-level differences in psychopathology, it is likely that SA survivors
who are able to maintain college enrollment or some other professional
role despite trauma exposure are likely to reflect a somewhat higher-
functioning subset of survivors relative to the general population (i.e.,

those most affected by SA may be more likely to withdraw from em-
ployment or college enrollment and thus not be reflected in group
comparisons). Addressing how study population affects study results is
important to inform methodological decisions and the interpretation of
results.

2. The current study

In sum, given the relevance to theory and practice of understanding
the SA-psychopathology relationship, as well as the multiple unresolved
questions that exist in this literature, a systematic summary of this re-
lationship is needed. Specifically, summarizing the literature could
clarify (a) the breadth versus specificity of the impact of SA on psy-
chopathology and (b) how this relationship might differ as a function of
differences in studies' methods and samples. Qualitative reviews on this
topic have tended to be unsystematic, and as such, do not offer a rig-
orous, thorough picture of the state of the science in this area. Although
meta-analyses on trauma and psychopathology exist, they have several
major limitations that this work aims to address. First, the most the-
matically similar quantitative analysis (Weaver & Clum, 1995) assessed
dysfunction broadly (e.g., including problems in living) rather than
psychopathology specifically. To inform theory and practice regarding
the development of mental disorders after trauma, a targeted analysis is
needed. Second, several assessed only a single form of psychopathology
(e.g., Brewin et al., 2000; Ozer et al., 2003; Smolak &Murnen, 2002),
and those that assessed multiple domains of psychopathology did not
conduct statistical comparisons across domains (e.g., Chen et al., 2010;
Golding, 1999; Paolucci & Genuis, 2001). Attention to multiple specific
manifestations of psychopathology raises the possibility of cross-con-
dition comparisons, which could clarify the relative strength of their
association with a highly common form of trauma, and thus advance
the field's understanding of how various forms of psychopathology re-
late to trauma. In particular, forms of psychopathology that have been
often been discussed as correlates of SA—like depression,1 anxiety,
trauma- and stressor-related conditions, substance abuse/dependence,
suicidality, and disordered eating—as well as certain conditions
common in traumatized populations (e.g., bipolar conditions, ob-
sessive-compulsive conditions)—warrant focused attention. Finally,
although the amount of research on the association between SA and
psychopathology has been increasing, the most recent similar meta-
analysis—assessing associations between trauma exposure broadly and
PTSD—was conducted in 2003 (Ozer et al., 2003). By quantitatively
reviewing the literature from 1970 to 2014, we hoped to update earlier
qualitative reviews and reflect the state of the science on this topic.

The first goal of the current meta-analysis was to quantitatively
synthesize the degree of association between SA and various mental
disorders to clarify whether traumas like SA are specifically associated
with PTSD or broadly associated with multiple forms of psycho-
pathology. We hypothesized that SA would have a significant positive
relationship with each form of psychopathology (Hypothesis 1). Given
the lack of research regarding the differential impact of SA on various
forms of psychopathology, we chose to approach this analysis in an
exploratory manner rather than making non-empirically-supported
hypotheses about the relative magnitude of each average effect size.

A secondary goal of this work was to understand how differences in
studies and samples might alter observed relationships between SA and
psychopathology. We hypothesized that broadening operational defini-
tions of SA would be associated with smaller effect sizes (Hypotheses
2a–c), lower-quality SA assessment methods would be associated with
higher observed effect sizes (Hypothesis 3), lower-quality psycho-
pathology assessment methods would be associated with smaller observed

1 These conditions are referred to in nondiagnostic terms to indicate that this review
includes a range of forms of psychopathology in each of these domains, from subthreshold
symptoms assessed with self-report measures to diagnoses assessed with diagnostic in-
terviews.
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effect sizes (Hypothesis 4), and studies using a no/low-trauma comparison
group would evidence significantly larger effect sizes than studies using
no-SA comparison groups but no difference in effect sizes would be ob-
served for studies using an other-trauma comparison group (Hypotheses
5a–b), and samples assessing lifetime SA would evidence larger effect sizes
than those assessing adult SA only (Hypothesis 6), Finally, related to
sample characteristic differences, we hypothesized that higher percentages
of each assault characteristic (i.e., stranger perpetrators, weapon use,
physical injury) would be positively related to observed effect sizes
(Hypothesis 7a–c), time elapsed since assault would be negatively related
to observed effect sizes (Hypothesis 8), no differences in effect sizes would
be observed as a function of age, gender, or race (Hypotheses 9a–c), and
samples reflecting college students would evidence smaller effect sizes
than other samples (Hypothesis 10).

3. Method

3.1. Literature search and study retrieval

We followed several steps to identify relevant studies for inclusion.

3.1.1. Searching databases
We searched PsychINFO, ProQuest Digital Dissertations & Theses,

and Academic Search Premier for the following combinations of search
terms anywhere in the article, using Boolean operators: (rape* OR
“sexual assault” OR “sexual victimization”) AND (“mental health” OR
depression* OR anxiety* OR bipolar* OR mania* OR anxiety* OR
phobia* OR distress* OR PTSD OR “post-traumatic” OR “substance
dependence” OR “substance abuse” OR suicide* OR “eating disorder”
OR “disordered eating”). We limited searches to results published be-
tween 1970 and 2014 in English, resulting in 125,780 search results
that received title review. Given the large number of results obtained
and the targeted efforts to obtain relevant studies described next, these
search terms and databases were deemed sufficiently comprehensive.
All articles (m= 2813) judged to be potentially eligible based on their
titles received full-text review. Finally, we examined a database of ar-
ticles collected by the first author for a previous review of the mental
health effects of SA (Campbell et al., 2009).

3.1.2. Examining citations
We examined the citations of every eligible article, every article that

would have been eligible had it not omitted relevant data, and every
article that would have been eligible had it included a comparison
group. We also examined reference sections of literature reviews and
meta-analyses on similar topics (Brewin et al., 2000; Campbell et al.,
2009; Carter-Snell & Jakubec, 2013; Goodman et al., 1993; Jewkes,
2000; Jordan, Campbell, & Follingstad, 2010; Koss, Heise, & Russo,
1994; Neville & Heppner, 1999; Ozer et al., 2003; Resick, 1987; Resick,
1993; Sarkar & Sarkar, 2005; Steketee & Foa, 1987; Tolin & Foa, 2006;
Weaver & Clum, 1995).

3.1.3. Identifying unpublished data
The file drawer effect is a perennial problem in the academic

literature (Rosenthal, 1979), which makes it particularly important
to attempt to minimize publication bias in meta-analyses
(Lipsey & Wilson, 2001). To accomplish this, we took several steps.
First, we searched for eligible dissertations and theses. Second, we
posted a notice on the APA Division 56 (Traumatic Stress) listserv
requesting unpublished data. Third, we developed an initial list of
eligible studies and contacted all authors with three or more eli-
gible studies from this list to request unpublished data. Fourth, for
studies conducted between 2004 and 2014, when we believed that
it was possible that researchers had collected eligible data that was
not presented, or when eligible data was not presented in a format
from which we could obtain effect size estimates, we asked study
authors for data. In all, we sent 124 requests for additional data, 48
(38.71%) of which yielded usable data, with a total of 108 effects
coded from these requests. Fifth, when we made these requests for
data, we also requested unpublished data. Ultimately, 35% of the
effect sizes that we coded (175/497) used unpublished data ob-
tained through these methods.

3.1.4. Reviewing journals
We reviewed 2010–2014 issues of journals from which we had

obtained three or more articles from our tentative list of eligible studies
(i.e., Journal of Consulting and Clinical Psychology, Journal of
Interpersonal Violence, Violence and Victims, Violence Against Women,

Fig. 1. Study selection.
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Psychology of Women Quarterly, Journal of Traumatic Stress, and Addictive
Behaviors).

3.1.5. Determining eligibility
Our inclusion criteria were as follows (see Fig. 1 for the percent of

articles excluded based on each criterion).

1. The study must have been quantitative in nature with a sample size
of N > 10.

2. We must have been able to create a sexually assaulted group com-
prised of survivors of either adolescent/adult or lifetime SA. We
defined SA as unwanted sexual contact, which must have been op-
erationalized through terms like “rape,” “sexual violence,” or
“sexual assault” and/or behavioral descriptions including (but not
necessarily limited to) forced penetration. Because there have been
several meta-analyses conducted on associations between child
sexual abuse and psychopathology (e.g., Chen et al., 2010;
Smolak &Murnen, 2002), in an effort to present a nonduplicative
analysis, the SA group must not have been exclusively comprised of
children or child sexual abuse survivors. However, because many
studies assessed SA across the lifespan (i.e., combined child and
adolescent/adult), we coded lifetime effects when no separate data
for adolescent/adult SA was available to ensure that the population
of studies was not overly restricted, consistent with a similar meta-
analysis (Brewin et al., 2000). Thus, adolescent/adult-only and
mixed adolescent/adult and child samples were eligible.

3. Data for a comparison/no-SA group comprised of people who did
not experience SA during the focal time period (e.g., adulthood, past
4 weeks) must have been available, either in the article or by request
from authors. A comparison group was needed to compute an effect
size representing risk for psychopathology associated with experi-
encing SA; comparisons between people who experienced SA were
outside of the scope of the analysis. The construct of SA must not
have been operationalized in such a manner that people who had
experienced SA were likely to be included in the no-SA group. For
example, studies that compared people who had experienced mili-
tary SA to those who had not were likely to have included survivors
of non-military SA in the no-SA group, and were excluded.

4. The study must have reported data on a construct within at least one
of the following domains in both the SA and no-SA group: bipolar
conditions (e.g., diagnosis of bipolar I, manic symptoms), depression
(e.g., depressed mood, diagnoses of major depressive disorder),
anxiety (e.g., fear, anxiety sensitivity, worry, generalized anxiety
disorder), obsessive-compulsive conditions (e.g., diagnosis of ob-
sessive-compulsive disorder, presence of obsessions and compul-
sions), trauma- and stressor-related conditions (e.g., diagnosis of
acute stress disorder, posttraumatic stress symptoms), substance
abuse/dependence (e.g., alcohol use disorder, presence of drug de-
pendence symptoms), suicidality (e.g., attempts, ideation), and
disordered eating (e.g., diagnosis of anorexia nervosa, presence of
bulimic symptoms). We included only those effects that provided
coverage of the domain itself (e.g., depressed mood) or a specific
diagnosis within the domain (e.g., major depressive disorder)
through an interview or self-report measure, and excluded effects
that represented single symptoms of a disorder within the broader
domain (e.g., purging, insomnia). We excluded effects that were
based on chart diagnoses or self-reports of past diagnoses made by a
clinician, as these captured help-seeking behavior for mental health
rather than the existence of the condition itself. We excluded studies
that, by design, assessed SA risk prospectively after onset of a mental
disorder. We included only baseline data for repeated-measures
studies (m= 23, 12% of studies), consistent with similar meta-
analyses (Ozer et al., 2003), to avoid underestimating the effect size
by averaging across assessment periods.

5. The study population or SA group must not have, by design, only
consisted of people who were seeking psychological treatment or

people who had an existing mental illness. The study must also not
have intentionally oversampled such individuals (i.e., in cases
where recruitment was targeted to clinical settings, when the study
recruited set numbers of participants with and without particular
disorders). We excluded these studies to avoid clinical selection bias
(du Fort, Newman, & Bland, 1993), consistent with meta-analyses on
related topics (Brewin et al., 2000; Tolin & Foa, 2006). In addition,
because we were interested in the degree to which experiencing SA
affords risk for psychopathology and these samples were usually
entirely comprised of people with psychopathology, we would have
been unable to calculate estimates of group differences in such
samples.

6. The study must have presented adequate data in English to calculate
the selected effect size (i.e., Hedges' g) or we must have been able to
obtain these data from the authors.

7. The study must not have been fully duplicative of another eligible
study.

3.1.6. Identifying effects from shared samples
We examined articles that shared an author to determine whether

effects were based on the same sample. When authors noted that they
used a particular dataset or had published results from the same study
elsewhere, we recorded this information to ensure that we retained only
one effect for each form of psychopathology per sample and assigned a
shared identification number across effects representing different forms
of psychopathology from a single sample.

3.2. Study moderators

3.2.1. Domain of psychopathology
We coded each effect size as reflecting one of the eight domains

defined in our eligibility criteria that were within the scope of the
current study.

3.2.2. Operationalization of SA
We coded three dichotomous moderators to reflect how the study

operationalized SA. First, we indicated whether the operational defi-
nition of SA in each study included both attempted and completed SA or
only completed SA. Second, we coded whether each study explicitly
included the following tactics through which SA was achieved: coercion
(e.g., due to pressure, arguments, or misuse of authority), incapacita-
tion (i.e., victim was unconscious or incapacitated by drugs and/or
alcohol), and/or force (i.e., achieved through force or threats of harm).
We then created a four-level composite variable to represent a 2 × 2
interaction of the presence of incapacitation and/or coercion. All stu-
dies that specified at least one tactic included force, and studies that did
not specify at least one tactic were coded as missing. Third, we coded
whether participants could have been included in the SA group on the
basis of experiencing nonpenetrative SA (e.g., kissing, touching, fond-
ling), or whether experiencing penetrative SA was necessary to be in-
cluded in the SA group. Studies that did not specify at least one as-
saultive sex act that comprised SA were coded as missing. For studies
that specifically recruited survivors of SA, we coded these variables
based on study recruitment materials and/or inclusion criteria. For all
other studies, we obtained this information from SA assessment mea-
sures. We recorded missing values for studies that did not provide en-
ough information to determine the operational definition through
which the SA group was formed. For example, in studies that used a
multi-item measure of SA such as the Sexual Experiences Survey, when
authors specified which items were used to determine membership in
the SA group, we recorded values for these moderators based on the
wording of the specified items; however, when authors did not specify
which items were used to determine membership and codes would
differ based on items included, we coded these values as missing.
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3.2.3. Assessment quality
Psychopathology assessment quality was operationalized as the

proportion of the following criteria met: the measure (a) was ad-
ministered via interview, (b) was previously published, (c) included
multiple items, and (d) was explicitly stated to be based on and/or
validated against DSM criteria (suicide measures were coded as not
applicable for this criterion). Drawing from methodological re-
commendations (Cook et al., 2011), SA assessment quality was oper-
ationalized as the proportion of the following criteria met: the measure
(a) was previously published, (b) included multiple items, (c) described
at least one sex act behaviorally, and (d) specified at least one tactic
(e.g., force or coercion), through which the sex act occurred. For both
variables, a proportion of the total criteria for which information was
available was calculated if at least three criteria were available.

3.2.4. Comparison group type
We created a categorical variable to represent comparison group

type—comparison groups that were selected for their lack of trauma
experience (i.e., no/low-trauma groups), comparison groups that had
not experienced SA (i.e., no-assault groups), and comparison groups
that had experienced another form of trauma (i.e., other-trauma
groups)—for each effect.

3.2.5. Lifetime vs. adolescent/adult SA
A dichotomous variable indicated whether the SA group was com-

prised of participants who experienced lifetime SA or SA in adoles-
cence/adulthood. A study was considered to assess adolescent/adult SA
if the minimum age at which SA could have occurred was 12 years old
or greater. All other studies, including cross-sectional studies that did
not specify an age at which SA could have occurred, were considered to
represent lifetime SA.

3.2.6. Features of assaults experienced by participants
We coded three continuous study-level moderators to capture

characteristics of the actual assaults experienced by participants.
Specifically, we coded the percent of assaults that involved a stranger
perpetrator, the percent that involved weapon use, and the percent that
involved physical injury to the survivor.

3.2.7. Time since SA
A continuous variable represented the mean number of years

elapsed since the focal SA on which participants reported, or if this was
not available, the most recent SA.

3.2.8. Sample demographics
We coded the percent of women in the sample, the mean age in the

sample, and, for US samples,2 the majority (> 60%) racial group re-
presented by the sample.

3.2.9. Sample type
A categorical variable indicated the majority (> 60%) type of

participants that comprised the overall sample (i.e., including both the
SA and no-SA group). Categories were college students, general popu-
lation (i.e., unselected for any particular characteristic), people seeking
medical treatment, military personnel or veterans, and people seeking
support for crime-related needs. An “other” category included sample
types represented in two or fewer samples (e.g., people with a cognitive
disability). Mixed samples represented 2–3 of the aforementioned ca-
tegories; typically, these samples represented either combined college
and community recruitment efforts or samples of a help-seeking SA
group compared to a college or community no-SA group.

3.2.10. Coding procedures
The coding team consisted of the first, second, and third authors

(i.e., the primary coders) and 10 trained research assistants (i.e., the
secondary coders). Every effect was coded by at least two coders (i.e., a
primary and secondary coder), but review by three coders was
common, and the first author reviewed every effect. In addition, every
coding discrepancy was tracked and received review by the primary
coder and/or at least one other team member; discrepancies were re-
solved in group meetings. Additional information about this coding
process is available in Appendix A.

To assess coding accuracy, several moderators that were judged to
be the most difficult to code were reserved for coding by the primary
coders. The primary coders recorded their codes independently and
inter-rater reliability was calculated. The variable “operational defini-
tion includes both forced and coerced SA or forced SA only” had sub-
stantial agreement (κ= 0.77 for first vs. second author and κ = 0.77
for first vs. third author), “operational definition includes both forced
and incapacitated SA or forced SA only” had substantial to near-perfect
agreement (κ = 0.70 for first vs. second author and κ= 0.94 for first vs.
third author), “operational definition includes both penetrative and
nonpenetrative SA or penetrative SA only” had near-perfect agreement
(κ = 0.80 for the first vs. second author and κ= 0.80 for the first vs.
third author), and “operational definition includes both attempted and
completed SA or only completed SA” had substantial agreement
(κ = 0.61 for first vs. second author and κ = 0.76 for first vs. third
author). All discrepancies were resolved by discussion.

Hedges' g and its variance were calculated using Comprehensive
Meta Analysis (Borenstein, Hedges, Higgins, & Rothstein, 2005). We
selected g as a conservative alternative to d that represents group dif-
ferences on both dichotomous and continuous variables and corrects for
sample size. In this study, g represents the magnitude of the difference
in psychopathology between people who had been sexually assaulted
and people who had not been sexually assaulted.

3.2.11. Analyses
Because multiple effects were commonly presented in a single study

(i.e., when researchers operationalized the same form of psycho-
pathology in multiple ways or studied multiple forms of psycho-
pathology), we used a multilevel structural equation modeling proce-
dure using the metaSEM package (Cheung, 2012) in R 3.3.1 (R
Development Core Team, 2008) to account for nonindependence of
effect sizes. We created 3-level models, in which level 1 represented the
individual effect sizes, level 2 represented differences in effect sizes
within a study, and level 3 represented differences between studies.
Additional information about the analytic approach is available in
Appendix B.

4. Results

We begin our presentation of the meta-analysis results by discussing
the identification and management of outliers and our examination of
publication bias. Then, we characterize the sample and present sum-
mary effects. Finally, we describe tests of moderation.

4.1. Outliers

We ran influential case diagnostics using the metafor package in R
(Viechtbauer, 2010). In an effort to be conservative in calculating
summary effect sizes, we identified and excluded outliers specific to
each domain of psychopathology as well as the overall sample. Effects
with studentized deleted residuals ≥2 were considered to be outliers
(Viechtbauer & Cheung, 2010). Following Gnambs (2013), these out-
liers were truncated to the upper bound of the 95% confidence interval
of the true effect for the applicable domain of psychopathology, which
was calculated by computing unconditional models using a dataset
from which the outliers had been removed. Thirteen effects were

2 No non-US country was represented with sufficient frequency to test within-country
racial differences. Cross-country tests of racial differences would have limited utility
under the assumption that race is a context-dependent social construct.
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identified as outliers, which is in the expected range for a meta-analysis
of this size (Viechtbauer & Cheung, 2010). Comparing these outliers to
nonoutliers on study characteristics (e.g., country of data collection)
using bivariate analyses revealed no significant differences. All further
results describe the sample including truncated outliers.

4.2. Publication bias

Publication bias is a pervasive problem in the empirical literature
(Rosenthal, 1979). Despite our extensive efforts to include unpublished
work and the significant number of unpublished effects in our sample
(175/497 effects), it is likely that there was still more that we were
unable to identify.

We used three strategies to assess publication bias. We first com-
pared published (M= 0.64, SD = 0.41, k= 322) to unpublished
(M = 0.50, SD= 0.31, k = 175) effect sizes, and concluded that pub-
lished effect sizes were significantly larger, t(443.74) = 4.30,
p < 0.0001. We then calculated Rosenthal's fail-safe N (Rosenthal,
1979), and determined that 2,153,789 effects evidencing no relation-
ship between SA and psychopathology (g = 0) would be needed to
reduce the significance level of the summary effect size to 0.05. This
suggests that substantial publication bias would need to be present to
nullify the observed effect. We next constructed a funnel plot (Fig. 2) of
the relationship between published effect sizes and their corresponding
inverse standard errors (an index of study precision) to visually and
statistically assess the presence of publication bias. Funnel plots display
the spread of effect sizes around the “true” effect size as a function of
study precision; lower-precision studies produce wider variation in
observed effect sizes (i.e., the mouth of the funnel), and higher-preci-
sion studies cluster closely around the true effect size (i.e., the neck of
the funnel). Funnel plot asymmetry indicates that effects that are larger
or smaller than the true effect are systematically underpublished. We
used the trim and fill method to identify the number of effects missing
from each side of the funnel plot, impute these missing values, and re-
estimate the overall effect including these values (Duval & Tweedie,
2000a, 2000b). Because methods for assessing publication bias in
multilevel meta-analysis have not yet been developed and so this test
treats effect sizes as independent observations, we randomly selected
one effect size from every study in our sample to include in this test to
avoid unduly weighting studies that contributed more effects. Fifteen
effects were missing from the right side of the funnel and no effects
were missing from the left side. Including the 15 imputed missing va-
lues, the summary effect was 0.66 (SE = 0.03), as compared to a
summary effect of 0.59 (SE = 0.03) without these effects using a fixed-

effects meta-analysis using the randomly selected published data. Using
Egger's regression test for funnel plot asymmetry in a model with
standard error as a predictor (Egger, Davey Smith, Schneider, &Minder,
1997), we found that this asymmetry was not statistically significant,
z = 0.65, p= 0.51. Thus, there is no evidence for publication bias
based on the funnel plot.

4.3. Sample

See Table 1 for a summary of included studies, Dworkin, Menon,
Bystrynski, and Allen (2017) for the full dataset, and Appendix C for
corresponding references. The full dataset included k = 497 estimates
of effect from 204 sources and m = 195 studies (i.e., independent
samples). Results from some samples were published in multiple
sources and some sources contained multiple samples. Aggregating
sample sizes across studies (using the minimum N used to calculate
effect sizes in a given study), this meta-analysis represents N = 238,623

Fig. 2. Publication bias.

Table 1
Study characteristics.

Variable m (studies) % of studiesa

Publication/data collection year
1970s 0 0
1980s 14 6.90
1990s 44 21.67
2000s 82 40.39
2010s 63 31.03

Continent of data collection
Africa 5 2.56
Asia 6 3.08
Europe 18 9.23
North America 158 81.02
United States 151 77.44
Canada 7 3.59

Oceania 4 2.05
South America 2 1.03
Multiple 2 1.03

Study type
Journal article 155 76.35
Dissertation/thesis 39 19.21
Unpublished dataset 6 2.96
Report 2 0.99
Book chapter 1 0.49

a Percentages do not all sum to 100% because some studies were published in multiple
sources.
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individuals (study range: 27 to 32,075). Among the m= 153 studies
where the comparison group was not selectively sampled and the pre-
valence of SA was an estimate of the prevalence in the population
studied, the average SA prevalence was 24.12% (SD= 17.56%, range:
1.59% to 92.57%). Most studies were conducted in the US (77%) and
were published journal articles (76%) or dissertations/theses (20%).

4.4. Is sexual assault associated with psychopathology?

The average effect size across types of psychopathology was
g = 0.61 (SE = 0.02), suggesting a moderate association between SA
and psychopathology. In this unconditional model, the heterogeneity
within studies (due to differences in domains/measures of psycho-
pathology) was τ22 = 0.04 (SE = 0), and the heterogeneity between
studies (controlling for differences in domains/measures of psycho-
pathology), or was τ23 = 0.06 (SE = 0.01). Both were significant at
p < 0.001, indicating that significant heterogeneity existed which
could be potentially accounted for by moderators.

4.5. Moderator analyses: What accounts for differences in observed effects?

A summary of moderation analysis results can be found in Table 2.

4.6. What types of psychopathology are associated with sexual assault?

In our sample, depression was the most common domain studied,
k = 129, m= 102, followed by trauma- and stressor-related condi-
tions, k= 121, m= 103. The most infrequently-studied domain was
bipolar conditions, k= 6, m= 4. Average effects were largest for sui-
cidality, g = 0.74, SE = 0.05, k = 38, m= 26, and smallest for sub-
stance abuse/dependence, g = 0.37, SE= 0.04, k = 59, m= 33. All
domain-level average effect sizes were significantly different from zero
(p < 0.001). All effect sizes were in the moderate range (Cohen, 1988),
except for disordered eating and substance abuse/dependence, which
were in the small range.

To compare the magnitude of these effect sizes, we selected trauma-
and stressor-related conditions as the referent group. Compared to ef-
fects representing trauma- and stressor-related conditions, g = 0.71,
SE = 0.03, effect sizes were significantly smaller for depression,
Δg = −0.11, SE = 0.03, p < 0.001, anxiety, Δg =−0.19, SE = 0.03,
p < 0.001, disordered eating, Δg = −0.33, SE = 0.07, p < 0.001,
and substance abuse/dependence, Δg = −0.35, SE = 0.04, p < 0.001.
In contrast, the following effects were not significantly different than
trauma- and stressor-related conditions: obsessive-compulsive condi-
tions, Δg = 0.00, SE = 0.12, p= 0.98, suicidality, Δg = −0.03,
SE = 0.05, p = 0.54, and bipolar conditions, Δg = −0.06, SE = 0.11,
p = 0.60. Importantly, though, the effects for obsessive-compulsive
conditions and bipolar conditions were based on a small number of
studies and effects and had large confidence intervals. These results
suggest that SA is associated with all domains of psychopathology
studied, and is more strongly related to suicidality and trauma- and
stressor-related conditions (and, tentatively, obsessive-compulsive and
bipolar conditions) than depression, anxiety, disordered eating, and
substance abuse/dependence.

4.7. Methodological differences

We next tested hypotheses related to study methods.

4.7.1. Operational definition of sexual assault
In this sample of studies, most operationalized SA narrowly—28%

included attempted SA, 44% included fondling/nonpenetrative SA,
34% included coerced SA, and 37% included incapacitated SA. We
hypothesized that broadening operational definitions of SA would re-
sult in smaller effect sizes. Hypothesis 2a was supported: operational
definitions that included attempted SA evidenced significantly smaller

effect sizes, Δg = −0.10, SE = 0.05, p = 0.02, as compared to those
that included completed SA only. Against Hypothesis 2b, including
fondling and other nonpenetrative SA in definitions was not associated
with decreased effect sizes as compared to penetrative assault only,
Δg = −0.07, SE= 0.05, p= 0.14. Hypothesis 2b was not supported
for operational definitions that included coercion, Δg = −0.04,
SE = 0.07, p = 0.63, incapacitation, Δg = −0.04, SE = 0.07,
p = 0.59, or both coercion and incapacitation, Δg =−0.09, SE = 0.06,
p = 0.12, as compared to those that included forced SA only. This
suggests that, with the exception of the inclusion of attempted SA, more
evidence would be needed to conclude that changing operationaliza-
tions of SA is associated with changes in observed differences between
assaulted and nonassaulted samples on psychopathology.

4.7.2. Assessment quality
SA assessment quality varied across effects. Most included multiple

items (68% of effects), described at least one sex act behaviorally (70%
of effects), and specified at least one tactic through which the sex act
occurred (68% of effects), but fewer were previously published (46% of
effects). Mean percent quality was 0.68 (SD= 0.35). Hypothesis 3, that
lower-quality assessments would be associated with higher effects, was
supported, β= −0.07, SE= 0.03, p < 0.01, indicating that studies
using lower-quality assessments of SA evidenced larger differences be-
tween the SA and no-SA groups.

Studies also varied in the quality of their assessments of psycho-
pathology. For most effects, the measure was previously published
(88% of effects) and included multiple items (91% of effects), but fewer
were administered via interview (47% of effects) or were explicitly
stated to be based on and/or validated against DSM criteria (53% of
effects). Hypothesis 4, predicting that higher-quality assessments would
be associated with higher observed effects, was supported: average
quality score was 0.71 (SD = 0.26), and this value was significantly
associated with the magnitude of effect sizes, β= 0.04, SE = 0.02,
p = 0.04. This indicates that indicating that studies using higher-
quality assessments of psychopathology evidenced larger differences
between the SA and no-SA groups.

4.7.3. Comparison group type
Most studies (81%) used comparison groups that had not experi-

enced SA (i.e., no-assault groups), fewer (17%) used comparison groups
that had experienced another form of trauma (i.e., other-trauma
groups), and very few (1%) used comparison groups that were selected
for their lack of trauma experience (i.e., no/low-trauma groups). Other-
trauma groups were most often comprised of people who had experi-
enced physical assault (8%) or any non-SA trauma (11%). Consistent
with Hypothesis 5a, compared to studies using a no-SA comparison
group, other trauma groups did not differ, Δg = −0.01, SE = 0.05,
p = 0.82 and consistent with Hypothesis 5b, no trauma groups had
significantly higher effect sizes, Δg = 0.64, SE = 0.20, p < 0.01. This
indicates that SA survivors evidence significantly greater psycho-
pathology when compared to people who have not experienced trauma,
relative to comparisons to people who have experienced a different
trauma or who have not experienced SA.

4.7.4. Adult/adolescent or lifetime assault
3Most samples limited the SA group to those who experienced SA in

adolescence and/or adulthood, k= 260, m= 93. Against Hypothesis 6,
there was no observed difference in effects as a function of limiting SA
to adolescence/adulthood, Δg =−0.02, SE = 0.04, p = 0.61, sug-
gesting that there is not enough evidence to indicate that the strength of

3 We also tested this moderator in two-way interactions with each other moderator. No
significant interactions were identified, which provides further evidence that including
studies that do not limit sexual victimization to adolescence/adulthood does not appear to
impact observed effects.
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Table 2
Moderation results.

Variable g SE(g) 95% CI R2 (L2) R2 (L3) k m

Psychopathology domain 0.42 0.00
Suicidality 0.74 0.05 0.65, 0.83 38 26
Obsessive-compulsive conditions 0.71 0.12 0.48, 0.94 10 9
Trauma- and stressor-related conditionsa 0.71 0.03 0.66, 0.77 121 103
Bipolar conditions 0.66 0.11 0.44, 0.87 6 4
Depressiond 0.60 0.03 0.55, 0.66 129 102
Anxietyd 0.53 0.03 0.46, 0.59 113 62
Disordered eatingd 0.39 0.07 0.24, 0.53 21 14
Substance abuse/dependenced 0.37 0.04 0.29, 0.45 59 33

Methodological differences
Operationalizations

Attempted SA included? 0.00 0.06
Completed onlya 0.64 0.03 0.59, 0.69 350 137
Attempted and completedc 0.54 0.04 0.46, 0.62 135 54

Nonpenetrative SA included? 0.00 0.04
Penetrative onlya 0.61 0.03 0.54, 0.68 180 69
Nonpenetrative and penetrative 0.54 0.04 0.46, 0.61 149 55

Tactics included 0.00 0.03
Forced onlya 0.61 0.03 0.54, 0.67 142 70
Forced and incapacitated 0.57 0.06 0.45, 0.69 45 18
Forced and coerced 0.57 0.07 0.44, 0.71 43 13
Forced, incapacitated, and coerced 0.52 0.05 0.43, 0.61 96 32

Assessment quality
Assessment of SA 0.01 0.04

< quality median (0.75)a,b 0.66 0.04 0.58, 0.74 150 61
≥ quality median (0.75)c 0.54 0.03 0.48, 0.60 238 91

Assessment of psychopathology 0.02 0.02
< quality median (0.63)a 0.57 0.03 0.51, 0.62 198 111
≥ quality median (0.63)c 0.65 0.03 0.60, 0.71 287 116

Comparison group
Type 0.00 0.08
No SAa 0.61 0.02 0.56, 0.65 405 152
Trauma 0.59 0.05 0.50, 0.69 85 42
No traumad 1.24 0.20 0.85, 1.63 7 3

Sample characteristics
Types of assaults experienced

% stranger assaults 0.01 0.18
< Stranger median % (16.82)a 0.51 0.07 0.37, 0.64 46 16
> Stranger median % (16.82)c 0.74 0.07 0.60, 0.88 44 17

% weapon use 0.00 0.71
< Weapon median % (10.42)a 0.33 0.10 0.13, 0.53 13 5
> Weapon median % (10.42)d 0.84 0.10 0.63, 1.04 14 6

% physically injured 0.00 0.93
< Injured median % (24.47)a 0.32 0.07 0.18, 0.46 13 4
> Injured median % (24.47)d 0.65 0.09 0.48, 0.82 17 4

Time since SA 0.00 0.08
< Years median (0.63) 0.73 0.07 0.60, 0.86 50 23
> Years median (0.63) 0.61 0.07 0.48, 0.74 44 24

Demographics
Gender 0.01 0.00

> Gender median % (100)a 0.60 0.03 0.54, 0.65 162 70
< Gender median % (100) 0.65 0.04 0.57, 0.72 330 122

Age 0.00 0.00
< Sample median age (26.0)a 0.61 0.04 0.54, 0.68 138 70
> Sample median age (26.0) 0.59 0.04 0.52, 0.66 148 71

Race 0.00 0.03
> 60% White/Caucasiana 0.57 0.03 0.52, 0.62 286 97
> 60% Black/African American 0.49 0.09 0.32, 0.66 20 10
> 60% Latino/a 0.53 0.15 0.25, 0.82 5 3
> 60% Native American 1.04 0.31 0.44, 1.64 2 1
No majority 0.58 0.05 0.49, 0.68 72 30

Sample type 0.00 0.14
College studentsa 0.54 0.03 0.47, 0.60 169 68
General population/unselectedc 0.66 0.04 0.58, 0.73 141 52
People seeking medical treatment 0.67 0.11 0.46, 0.89 19 7
Military personnel or veterans 0.67 0.10 0.49, 0.86 22 10
People seeking support for crime-related needs 0.63 0.07 0.49, 0.76 48 22
Prison inmates 0.60 0.15 0.30, 0.89 9 3
Other 0.49 0.07 0.35, 0.63 34 15
Combination of above sample typesc 0.74 0.08 0.59, 0.89 45 16

(continued on next page)
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the association between SA and past-year psychopathology differs when
examining lifetime versus adolescent/adult assault.

4.8. Sample differences

Our final set of hypotheses addressed differences in samples.

4.8.1. Features of actual assaults experienced by sample
On average, 24% of assaults involved a stranger perpetrator

(SD = 23%, range: 0–90%, k= 90, m= 33), 26% involved physical
injury (SD = 13%, range: 11–49%, k = 30, m = 8), and 21% involved
the use of a weapon (SD = 23%, range: 2–66%, k = 27, m = 11). We
hypothesized that higher percentages of each characteristic in the SA
group would be positively related to observed effect sizes (i.e., the SA
group would be more different from the no-SA group when more
members of the SA group experienced assaults with these character-
istics). Hypothesis 7a was supported: the percent of survivors who were
injured was positively related to the magnitude of difference between
groups, β = 0.18, SE = 0.04, p < 0.001. Hypothesis 7b was also
supported: the percent of assaults that involved a weapon was posi-
tively related to the magnitude of difference between groups, β = 0.21,
SE = 0.09, p= 0.02. Hypothesis 7c was not supported: the percent of
stranger perpetrators was unrelated to group differences, β = 0.10,
SE = 0.06, p= 0.07. Together, this provides evidence that some in-
dices of assault severity are associated with greater severity or fre-
quency of psychopathology.

4.8.2. Time since assault
We limited the sample to those effects that represented past-year

psychopathology and reported time since assault (k= 94, m = 47).
The mean time elapsed since SA in this subsample was 4.55 years
(SD = 9.51, median = 0.63, range: 0.004 to 49.70). Hypothesis 8 was
not supported: effects did not differ as a function of years since assault,
β = −0.02, SE = 0.06, p= 0.70, suggesting that there is not enough
evidence to indicate that the strength of the association between SA and
past-year psychopathology differs by time since assault. To account for
within-study variation in time since assault, we limited the sample to
studies assessing past-year SA, and found no differences in effect sizes,
β = −0.01, SE = 0.05, p = 0.78 (k = 50, m= 23).

4.8.3. Demographic differences
We next tested demographic moderators.

4.8.3.1. Age. The average of participants' mean age across studies was
29.84 (SD = 11.13, range: 18.03 to 81.90). We limited the sample to
past-year psychopathology because older participants would have a
larger range of time in which lifetime psychopathology could have
occurred. Hypothesis 9a was supported: effects did not differ as a
function of sample mean age, β = 0.00, SE = 0.02, p= 0.99. We then
limited the sample to studies assessing both past-year SA and past-year

psychopathology in order to assess the impact of age at assault on
psychopathology. Effect sizes did not differ as a function of sample
mean age, β =−1.11, SE = 0.06, p = 0.86 (k = 37, m= 19). Finally,
to account for within-study variation in participant age, we limited the
sample to studies in which most participants had an age within 5 years
of the mean (i.e., those studies with SD≤ 5), and again found no
difference in past-year psychopathology, β = 0.01, SE= 0.03,
p = 0.76 (k = 140, m= 72). These results suggest that there is not
enough evidence to suggest that the strength of the association between
SA and psychopathology differs by age.

4.8.3.2. Gender. In the studies included in this analysis, an average of
81.66% of study participants were women (SD = 28.62%). In support
of Hypothesis 9b, that effect sizes would not differ as a function of the
women in the sample, we found that the percentage of women in the
sample was not associated with effect size magnitude, β = −0.03,
SE = 0.02, p = 0.17. However, because women are significantly more
likely to be sexually assaulted, in mixed-gender samples, women may
be better-represented in the SA group than men, which could bias the
results. Thus, we restricted the dataset to single-gender effect sizes
(women-only samples: k = 330, m= 122; men-only samples: k = 14,
m= 8). Again, effect sizes did not differ as a function of sample gender,
β = −0.02, SE = 0.06, p = 0.30. These results suggest that there is not
enough evidence to suggest that the association between SA and
psychopathology differs by gender.

4.8.3.3. Race. Most US samples were majority-White/Caucasian
(69%). In support of Hypothesis 9c, compared to primarily-White
samples, the following groups were not significantly different:
majority Black/African American samples, Δg = −0.08, SE= 0.09,
p = 0.40, majority Latino/a samples, Δg = −0.04, SE = 0.15,
p = 0.80, majority Native American samples, Δg = 0.47, SE = 0.31,
p = 0.13, and no-majority samples, Δg = 0.02, SE = 0.05, p = 0.76.
Thus, there was not enough evidence to conclude that racial differences
exist in the effect of SA on psychopathology.

4.8.4. Type of sample
Most samples examined college students, k = 169, m= 68, or un-

selected general population samples, k = 141, m= 52. In partial sup-
port of Hypothesis 10, compared to college samples, only general po-
pulation samples, Δg = 0.12, SE = 0.05, p= 0.01, and mixed samples,
Δg = 0.20, SE = 0.08, p= 0.02, had significantly higher effect sizes.
No other differences were observed.

5. Discussion

As research on SA's psychological impact has evolved, it has become
increasingly clear that SA can have major implications for psycho-
pathology in survivors. In the current meta-analysis, which included
497 estimates of the relationship between SA and psychopathology

Table 2 (continued)

Variable g SE(g) 95% CI R2 (L2) R2 (L3) k m

Adult/adolescent SA vs. lifetime SA 0.00 0.00
Lifetime SAa 0.63 0.03 0.56, 0.69 227 95
Adult/adolescent SA only 0.60 0.03 0.54, 0.66 260 93

R2 (L2) is the proportion of explained variance within studies.
R2 (L3) is the proportion of explained variance between studies.
Note. All values of g differed significantly from 0 at p < 0.01.
k = number of effect sizes used in specific analysis.
m = number of studies used in specific analysis.

a Referent group for comparisons.
b Each continuous moderator was dichotomized via a median split for presentation in this table.
c Significantly different from referent group at p < 0.05.
d Significantly different from referent group at p < 0.01.
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representing approximately 238,623 individual participants, people
who experienced SA evidenced significantly more psychopathology
across diagnostic categories than people who have not experienced SA.
Further, the effect of SA on psychopathology appears to be stronger
than previously estimated. The only prior meta-analysis to examine the
association between adult SA and distress (broadly defined to include
both psychopathology and distress across domains of life functioning)
across 38 studies estimated an average effect size of r= 0.21
(Weaver & Clum, 1995), which is roughly equivalent to g = 0.43. The
overall effect size of g = 0.61 observed in the current analysis indicates
that an experience of SA is associated with more than half a standard
deviation increase in psychopathology, and provides evidence that
many survivors of SA experience increased frequency or severity of
psychopathology.

5.1. What forms of psychopathology are associated with sexual assault?

An unresolved question in this body of literature is whether SA has a
narrow psychological impact (i.e., on PTSD) or a broad impact on a
range of mental disorders. PTSD has been reconceptualized in DSM-5 as
a condition that is distinct from the anxiety disorders given that trauma
exposure is a necessary condition for its diagnosis (APA, 2013). Al-
though other disorders (e.g., depression) may follow trauma, they may
also emerge in the absence of trauma. In this analysis, although trauma-
and stressor-related conditions evidenced one of the strongest associa-
tions with a history of SA, SA was significantly positively related to all
forms of psychopathology studied, suggesting that SA is broadly asso-
ciated with psychopathology. The relatively high effect size for trauma-
and stressor-related disorders is unsurprising, because trauma exposure
is a necessary precondition to receive a diagnosis of PTSD, and effect
sizes compared groups that had experienced one such trauma (i.e., SA)
to groups that had not necessarily been exposed to trauma. Thus, SA
groups would be expected to, by definition, evidence more PTSD than
no-SA groups. As a result, although SA was associated with greater risk
for PTSD than depression, anxiety, disordered eating, and substance
abuse/dependence, it is important to be cautious about interpreting the
relative magnitude of these effects as evidence to support the idea that
PTSD is necessarily a distinct psychological phenomenon. It also is
possible that the higher prevalence of non-PTSD disorders in SA po-
pulations reflects the high comorbidity of these disorders with PTSD or
overlapping symptoms between PTSD and conditions like depression
and anxiety (Kessler et al., 1995). Patterns of comorbidity with PTSD in
SA populations should be investigated in future research to understand
whether these conditions arise directly from SA or are secondary to
PTSD.

Survivors of SA appear to be at substantially increased risk for
suicidal ideation and attempts; indeed, relative to other conditions, SA
was associated with the highest increases in risk for suicidality. This is
consistent with past epidemiological studies that have controlled for
other risk factors (Ullman & Brecklin, 2002; Stein et al., 2010). Of the
disorders assessed in this analysis, suicidality is explicitly included as
part of the diagnostic criteria in DSM-5 for depression only, which
evidenced a significantly smaller effect size relative to suicidality (APA,
2013). Although explicitly shared symptoms with other disorders are
likely an insufficient explanation for the strong association between SA
and suicidality, all types of psychopathology included in this analysis
have been associated with elevated risk for suicidality
(Harris & Barraclough, 1997; Panagioti, Gooding, & Tarrier, 2012; Preti,
Rocchi, Sisti, Camboni, &Miotto, 2011), including in SA-specific sam-
ples (Ullman & Brecklin, 2002). It is possible, then, that survivors of SA
are at high risk for suicidality because its risk is elevated across forms of
psychopathology associated with SA, and may be even more highly
elevated when disorders co-occur (Panagioti et al., 2012). However,
evidence from cross-national epidemiological studies indicates that SA
is more strongly associated with suicidality than other forms of trauma,
and this effect appears to be independent of co-occurring disorders

(Stein et al., 2010). It is also possible that this is due to the high degree
of stigma and shame associated with SA victimization (Rudd, 2006).
This evidence highlights the importance of screening for lethality risk
and safety planning among SA survivors, and suggests that future re-
search clarifying the mechanism of the relationship between SA and
suicidality would be useful.

SA also appears to be associated with substantially increased risk for
bipolar conditions and obsessive-compulsive conditions. Although these
conditions are typically thought to be highly genetically-based (Etain,
Henry, Bellivier, Mathieu, & Leboyer, 2008; Hettema, Neale, & Kendler,
2001), emerging empirical evidence suggests that trauma may play a
bigger role in their development than previously thought (Cromer,
Schmidt, &Murphy, 2007; Etain et al., 2008). These results must be
interpreted with caution, given the relatively small number of studies
on which they were based coupled with their large confidence intervals,
but it is still important to consider associations between SA and both
conditions. One potential explanation is that experiencing SA could
trigger symptom expression in these disorders (e.g., mania, checking
rituals) to a greater degree than other conditions (Cromer et al., 2007).
Comorbid PTSD may also explain this relationship. For example, there
is some evidence that PTSD can be misdiagnosed as bipolar disorder
(Hernandez et al., 2013), and intrusive thoughts related to trauma
could instead be miscategorized as a symptom of obsessive-compulsive
disorder. In addition, having PTSD related to SA could interfere with
obsessive-compulsive disorder treatment (Gershuny et al., 2002).

Although the association between substance use disorders and PTSD
after SA has been well-documented (e.g., Kilpatrick, Acierno, Resnick,
Saunders, & Best, 1997), survivors of SA appear to be at relatively lower
risk of substance use disorders than other conditions. Prospective stu-
dies have found no effect for SA on problem substance use when con-
trolling for pre-assault drinking (Testa & Livingston, 2000; Testa,
Livingston, & Hoffman, 2007). It is possible that substance use, rather
than abuse/dependence per se, is associated with assault, given that
much of the literature in this area has identified associations for sub-
stance use. Because substance use after SA has been conceptualized as a
strategy to reduce negative affect (Kilpatrick et al., 1997), it would
seem to be more likely to be present either in the subset of survivors
with other disorders (e.g., PTSD; Chilcoat & Breslau, 1998;
Stewart & Conrod, 2003) or in the early aftermath of assault only, when
distress is more typical (e.g., Rothbaum, Foa, Riggs, Murdock, &Walsh,
1992). Survivors in the latter group might not have significantly higher
substance use than nonsurvivors who use substances to cope with other
life stresses, and any negative affect driving substance use would be
likely to dissipate relatively quickly. This possibility should be tested
empirically.

Although it is difficult to discern whether SA necessarily has an
etiological role in psychopathology, the greater prevalence and severity
of a range of mental disorders in survivors of SA suggests that trauma
exposure should be considered when treating mental disorders. Trauma
exposure generally, and SA exposure specifically, should be assessed to
inform case conceptualization. If SA plays an etiological role in the
development of non-PTSD conditions, trauma-informed interventions
may be more effective than disorder-specific treatments for survivors of
SA with these conditions. Additionally, if SA is considered to be a broad
risk factor for distress rather than a specific etiological risk factor for
certain disorders, transdiagnostic approaches, such as the Unified
Protocol (Ellard, Fairholme, Boisseau, Farchione, & Barlow, 2010),
could have added success in treating distress arising from SA. This
possibility, as well as the possible etiological role of SA in a range of
mental disorders beyond PTSD, should be investigated in future re-
search.

5.2. How do differences in study methods and samples alter observed
effects?

To guide future research on SA and psychopathology, it is important
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to understand how methodological choices—such as the measures used
and population sampled—might affect study results. Next, we review
these methodological choices in light of the current results.

Critics have raised questions about the appropriate breadth of op-
erational definitions of SA (e.g., Gilbert, 1993). These critics argue that
the only people who should be considered victims in a research context
are those who experienced forms of SA that match narrow societal
stereotypes regarding the types of sexual acts involved and tactic used
to compel them (e.g., forcible rape) (Cook et al., 2011; Koss, 2011). In
light of these controversies, it is important to understand whether
broadening operational definitions has an effect on differences in psy-
chopathology between assaulted and unassaulted groups. In the current
analysis, we found that including coerced, and incapacitated SA in
operational definitions did not significantly alter observed group dif-
ferences in psychopathology. Although including attempted SA reduced
group differences, it is important to note that studies that included both
attempted and completed assaults still evidenced moderate-sided ef-
fects. This indicates that broadening operational definitions to include
attempted SA may reduce effect sizes somewhat, but they are not
lowered to the point of inconsequentiality. An important limitation of
these findings is that they only reflect the operational definition of SA,
and not the actual inclusion of assaults that fall under these broader
operational definitions in the SA group. For example, it is possible that
a study considered people who experienced either attempted or com-
pleted SA to fall in the SA group, but all members of the SA group
experienced completed SA. It is likely, though, that broadening these
operational definitions added a substantial number of participants to
the SA group who would otherwise have been in the comparison group.
Indeed, past studies have found that including attempted rape increased
the size of the SA group by 65–79% (Fisher et al., 2000; Koss et al.,
1987), including coerced SA increased the size of the SA group by
77–164% (Koss et al., 1987), and including nonpenetrative SA in-
creased the size by 94–232% (Koss et al., 1987). Further, a meta-ana-
lysis failed to find differences in psychopathology between penetrative
and nonpenetrative child sexual abuse (Paolucci & Genuis, 2001), pro-
viding support for the current findings. Thus, in spite of these limita-
tions, our results provide evidence that narrowing operational defini-
tions in terms of the acts and tactics included does not significantly
obscure group differences.

The quality of measures used to assess SA and psychopathology may
also affect study results. Lower-quality SA assessment methods—which
we defined as those using measures that contained a single item only,
were unpublished, did not behaviorally define SA, and/or did not
specify a tactic through which SA could have occurred—tended to
overestimate group differences. It is possible that societal disagreement
about what “counts” as SA necessitates more assessment specificity. SA
survivors who have not experienced assaults that are consistent with
societal SA schemas (e.g., acquaintance rape) might be less likely to
endorse questions like, “have you ever been raped?”, and their inclu-
sion in the no-SA group would thus lessen observed group differences. It
is notable that the population of studies included in this analysis varied
widely in the quality of SA assessments. The same was not true for the
psychopathology assessment quality: lower-quality assessment methods
appeared to underestimate group differences. A past meta-analysis on
the relationship between interpersonal violence and distress did not
find evidence that indicators of validity were associated with effects,
but this prior analysis was not limited to diagnostic constructs
(Weaver & Clum, 1995). Although rigorous assessment methods tend to
be more time-intensive for participants, these results suggest that re-
searchers may introduce bias to their estimates of the impact of psy-
chopathology on SA by using lower-quality assessments.

The selection of the group against which sexually assaulted people
are compared may also alter study results. As expected, effect sizes were
significantly higher for studies using no-trauma comparison groups
than for studies using no-assault or other-trauma comparison groups. It
is likely that no-assault comparison groups are comprised mostly of

people who experienced some other form of trauma, even though they
were not selected for this quality, so it is not surprising that in-
tentionally selecting a comparison group comprised of no/low trauma
resulted in large differences from a SA group. These results also suggest
that SA has a stronger association with psychopathology than other
forms of trauma, consistent with past work (Kelley et al., 2009; Kessler
et al., 1995). SA's uniquely strong impact on psychopathology could
occur for several reasons. First, SA commonly co-occurs with other
forms of trauma like intimate partner violence and child sexual abuse
(Campbell, Greeson, Bybee, & Raja, 2008). The increased risk of psy-
chopathology observed in SA might be associated with cumulative
trauma exposure rather than SA specifically (Green et al., 2000). In-
deed, although having a past trauma generally increased the risk for
PTSD in a different meta-analysis, this effect was strongest when the
current trauma was interpersonal violence (Ozer et al., 2003). Second,
it is possible that survivors of SA receive less social support following
trauma than survivors of other traumas, given the stigma associated
with rape, and this lack of social support may increase risk for PTSD
(Brewin et al., 2000; Ozer et al., 2003). Third, it is possible that pre-
trauma psychological problems might be more common in SA than in
other traumas, which would increase risk for post-trauma psycho-
pathology (Ozer et al., 2003). Fourth, experiencing an interpersonal
trauma of such a personal nature could be uniquely violating relative to
other traumas, and this violation could increase risk for psycho-
pathology (Green et al., 2000). These possibilities should be explored in
future meta-analyses.

Given the large number of studies from the general trauma litera-
ture that do not specify at what age SA must have occurred, as well as
the division of the SA literature into adult/adolescent SA research and
child SA research, it is important to understand whether lifetime SA
studies can be integrated into reviews and theoretical development
regarding adolescent/adult SA. Although prior meta-analyses found
that age at trauma exposure was associated with PTSD (Brewin et al.,
2000; Ozer et al., 2003), we did not find that including lifetime SA
studies—which likely included survivors of child SA in their SA
groups—reduced effects. In light of the high rates of adolescent/adult
victimization after childhood SA (Classen, Palesh, & Aggarwal, 2005), it
is possible that few survivors of child SA who had not also experienced
adolescent/adult SA were included in the SA group in lifetime studies.
Nevertheless, these findings do not suggest that studies of lifetime SA
and adolescent/adult SA are so distinct as to be incomparable.

Understanding how assault features might be associated with psy-
chopathology can clarify the development of psychopathology and in-
form targeted interventions to mitigate the harm of assault. It appears
that assault characteristics, like stranger perpetrators, weapon use, and
resulting physical injury, are associated with higher risk for psycho-
pathology. It is possible that these assault characteristics make the as-
sault itself more distressing or increase perceived life threat, which then
increases risk for the development of later psychopathology (Ozer et al.,
2003). These results help to contextualize the findings of a past review
on gender differences in PTSD by trauma type: adult SA was one of the
only traumas that did not appear to have a higher frequency or severity
of PTSD in women as compared to men, and the authors hypothesized
that this might be explained by the greater likelihood of physical injury
and other markers of severity or life threat not addressed in this meta-
analysis (e.g., multiple perpetrators) (Tolin & Foa, 2006). Early inter-
vention efforts could be targeted to survivors of these types of assaults
in order to reduce their impact.

The effect of SA on psychopathology appears to be relatively dur-
able over time. In one of the earliest prospective longitudinal studies of
the impact of SA on PTSD, results suggest that symptoms decrease ra-
pidly over the first month post-SA for survivors who do not ultimately
develop PTSD, but are relatively durable over time for survivors with
PTSD (Rothbaum et al., 1992). In contrast, past reviews suggest that the
impact of interpersonal violence broadly on distress appears to decrease
over time (Weaver & Clum, 1995), as does the impact of intimate
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partner violence on depression (Golding, 1999). It is possible that SA
has a more durable effect on psychopathology than other types of in-
terpersonal violence. This emphasizes the critical importance of in-
creasing access to the multiple highly-effective short-term treatments
for PTSD (e.g., Cognitive Processing Therapy, Prolonged Exposure
Therapy) and other conditions (e.g., cognitive behavioral therapy for
depression, exposure and response prevention for OCD) among SA
survivors. Because these treatments are designed to resolve symptoms
within months, their use can reduce the long-term impact of SA while
making efficient use of provider time and minimizing survivors' fi-
nancial costs and time investment. Rape crisis center counselors can be
trained to offer these treatments, or can maintain community referral
lists to connect survivors with these services.

Understanding which demographic groups are most affected by SA
can help to target outreach and prevention efforts. However, it does not
appear that any particular demographic group evidences relatively
higher post-assault psychopathology. Although race/ethnicity and age
had little support from past meta-analyses in relation to observed ef-
fects, there had been some prior support for the role of gender. A meta-
analysis identified gender differences in the impact of interpersonal
violence on distress (Weaver & Clum, 1995), but this previous analysis's
study population lacked representation from men and contained no
men-only samples, which could have underestimated the impact of SA
on men. Men, people who identify as transgender, and sexual minorities
are significantly understudied populations with regard to the impact of
SA, and more research is needed to understand their post-assault ex-
periences.

Across populations like college students, people seeking healthcare,
military/veterans, prison inmates, and people seeking support for
crime-related needs, the impact of SA appears to be similarly sub-
stantial. People in most of these populations may be more likely to have
characteristics that could represent better psychological functioning
(e.g., employment, student status, help-seeking behavior), but regard-
less, people exposed to SA still evidence higher levels psychopathology
relative to those unexposed to SA. In the general population, though,
there are likely to be SA survivors who have withdrawn from the
workforce voluntarily or involuntarily, dropped out of educational
opportunities, or ceased help-seeking due to the severity of the impact
of SA. As a result, research on general population samples appears to
evidence the greatest differences in psychopathology between assaulted
and unassaulted groups.

5.3. Causal associations between sexual assault and psychopathology

It is clear that SA and psychopathology have a robust association,
but a causal relationship between SA and psychopathology cannot be
inferred from this body of work. Indeed, there are multiple mechanisms
through which the observed relationship could occur.

The first set of mechanisms explaining the relationship between SA
and psychopathology involve increases in vulnerability to psycho-
pathology as a result of SA. Generally, in these mechanisms, SA and its
aftermath would be expected to produce the distorted cognitions (e.g.,
overestimation of dangerousness of situations), alterations to mood
(e.g., sadness, fear), and changes to behavior (e.g., increased substance
use, behavioral avoidance, social withdrawal, compulsions) seen across
all disorders studied. First, distress could arise directly from the assault
or its aftermath. The experience of violation or life threat associated
with SA could cause psychopathology; indeed, in the current analysis,
studies with larger proportions of survivors of assaults that likely in-
volved more life threat (e.g., weapon use) evidenced larger effect sizes.
In addition, negative experiences at multiple levels of the social ecology
(e.g., negative experiences with community responders, lack of social
support) could intensify distress (Campbell et al., 2009). Survivors' pre-
existing coping strategies could also affect the degree to which this
distress becomes problematic or long-lasting (Ullman, Townsend,
Filipas, & Starzynski, 2007). Second, SA could worsen existing

disorders. In support of this idea, a meta-analysis of risk factors for
PTSD found that past difficulties with psychological adjustment were
particularly strongly related to post-trauma psychopathology for sur-
vivors of SA relative to other traumas (Ozer et al., 2003) and a literature
review on associations between SA and psychopathology identified pre-
assault mental health difficulties as a predictor of post-assault psycho-
pathology (Campbell et al., 2009). Because people who have experi-
enced SA are particularly likely to have also experienced past traumas,
like CSA, distress from these multiple traumatic experiences may be
cumulative (Arata, 1999). Third, SA could trigger the expression of a
genetic liability. Indeed, the broader field of developmental psycho-
pathology has moved away from diathesis-stress models toward gene-
by-environment interplay models, in which environments have an in-
teractive, rather than an additive effect on psychopathology (Kendler,
Davis, & Kessler, 1997; Kendler, Prescott, Myers, & Neale, 2003).

Another possibility, consistent with stress generation theory
(Conway, Hammen, & Brennan, 2012), is that psychopathology could
increase risk for SA, perhaps through impairment to attentional, con-
centration, and motivational systems that result in reduced capacity to
identify and avoid threats (Orcutt, Erickson, &Wolfe, 2002; Pineles,
Shipherd, Welch, & Yovel, 2007). Indeed, there is some evidence from
the SA revictimization literature, albeit mixed, that the psychosocial
consequences of childhood SA increase risk for adolescent/adult SA via
increased contact with potential perpetrators (e.g., as a result of using
alcohol) and/or an increased likelihood that perpetrators will target the
individual (e.g., due to impaired risk recognition) (Classen et al., 2005;
Messman-Moore & Long, 2003). There is a relative dearth of prospective
studies that assess the causal direction of the relationship between
psychopathology and SA, but meta-analyzing these studies could clarify
this issue.

6. Strengths and limitations

This meta-analysis had a number of strengths. First, our exhaustive
study retrieval strategy led to the identification of a large number of
effects, many of which were unpublished, which minimizes publication
bias while also increasing confidence in effects. Second, because we
used both continuous and categorical measures of psychopathology to
calculate effect sizes, our findings reflect both syndromal and sub-
syndromal psychopathology, and thus provide a more accurate re-
presentation of the range of effects on survivors than a study including
only categorical data. Because trauma survivors may drop below a di-
agnostic threshold as they recover but continue to evidence chronic
distress, capturing only syndromal psychopathology is likely to under-
estimate group differences (Ozer et al., 2003). Third, our sophisticated
analytic strategy involving attention to publication bias and de-
pendency in effects increases our confidence in the study findings. Al-
though investigating between versus within study variance was not a
central research question, our multilevel analytic approach meant that
we did not violate assumptions of independence of observations be-
cause we drew multiple effect sizes from many studies.

There also are several limitations to this work. First, because the
focus of this study was primarily on study-level differences in effect
sizes, we did not assess a number of characteristics of survivors that
could explain observed heterogeneity, including certain pre-trauma
factors (e.g., past history of victimization), peri-traumatic factors (e.g.,
peri-traumatic dissociation, perceptions of life threat), and post-trau-
matic factors (e.g., self-blame, social support). It is also unclear whether
the study-level moderators (e.g., percent of women in the sample,
percent of assaults involving weapons) tested would evidence similar
effects in relation to psychopathology when directly comparing survi-
vors with these characteristics. These questions would be better an-
swered in a meta-analysis focused on differences among survivors on
these characteristics, instead of between survivors and nonsurvivors, as
in the current work. Such a meta-analysis should include studies
without comparison groups, which the current study did not (302
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studies were excluded for this reason). Second, we are not able to make
causal inferences because we coded cross-sectional data only; although
few prospective longitudinal studies exist that could parse out these
effects (e.g., Calhoun, Atkeson, & Resick, 1982; Kilpatrick et al., 1981;
Zweig, Crockett, Sayer, & Vicary, 1999), future meta-analyses should
address this question. Third, as in any meta-analysis, the findings are
only as strong as the studies that contribute to it. A limitation of this
body of work identified through this review is the use of single-item,
unpublished assessments of SA without behaviorally-based descrip-
tions, which fail to capture a large minority of SA survivors (Cook et al.,
2011) and appear to overestimate effects. Future meta-analyses could
limit their samples to only rigorously-conducted studies to determine
whether findings persist. Fourth, we are not able to rule out biased
reporting as an explanation for effects. People are more likely to re-
member events that match their mood at the time of recall (Bower,
1981), suggesting that people who are in distress due to psycho-
pathology might be more likely to endorse SA, or people experiencing
negative affect might be more likely to endorse both SA and psycho-
pathology. Finally, we did not assess every outcome of SA. Several
forms of psychopathology (e.g., personality disorders), externalizing
behaviors (e.g., substance use), and problems in living (e.g., health
problems), as well as co-occurring problems within and across these
domains, were not within the scope of this analysis and should be in-
vestigated in future reviews.

7. Conclusion

There is strong evidence that SA victimization is associated with
increased risk for multiple forms of psychopathology across most po-
pulations, assault types, and methodological differences in studies. This
indicates that conditions beyond PTSD alone should be considered in
relation to histories of trauma exposure in research and practice, and
that increased dissemination of evidence-based practices for trauma-
related conditions to SA survivors is critically needed.

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.cpr.2017.06.002.
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