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Abstract: Algorithms and so-called artificial intelligence are embedded within society and 

human lives, and these fields’ directions hold major implications for both social and 

technological systems. I use multiple case studies to highlight how “AI” as it currently exists 

fails to account for the needs, experiences, and material conditions of multiple modes of human 

life. Then, drawing from the perspectives and research of women, disabled people, trans 

communities, Black people, Indigenous people, queer folx, and other marginalized identities, I 

describe an interdisciplinary program which better foregrounds the lived experiential knowledge 

of marginalized people. Finally, I argue that in order to redress the very real material harms of 

“AI” systems, we must ensure that the perspectives of marginalized communities are placed at 

the forefront and center of conversations about them, to help us radically rethink founding 

assumptions about what said systems are for. 
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1. Introduction 
The history of “artificial intelligence” consists largely of men who sought to gain access to an 

idealized pure and impersonal reason by removing emotion and affect from the idea of what it 

means to be a mind. From feminist epistemology, affective psychology, and computational 

scientific history came an increased understanding that removing “subjective” feeling was no 

way to create a whole mind, because emotions play a role in the very process of “knowing,” 

including within the minds and lives of the men trying to minimize that very role. As designers 

and activists embodying sites of marginalization based on disability, race, gender, sexuality, or 

combinations of the above gained prominence and built community, they highlighted the range 

of epistemic violence that is done by having to contort and shape oneself to fit into the demands 

and expectations of a disciplinary community. As a result, they have directly confronted 

 
1 This paper was excised and adapted from my 2022 Virginia Tech doctoral dissertation, Belief, Values, Bias, and 

Agency: Development of and Entanglement with "Artificial Intelligence." For a wider-ranging exploration of the 

variegated implications of “AI” history, please see that document and attendant citations. 
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assumptions about what being “right kind” of learner or knower means (Adam, 1998; Wilson, 

2010; Dotson, 2011; Koopman, 2022). 

Today, algorithmic “AI” tools exacerbate the pace and intensity of harms done by older, 

ingrained systems of oppression, whether in automated housing discrimination; facial 

recognition and predictive policing; the nonconsensual gathering and experimentation of medical 

and other data; or gene editing sold on the promise of “eliminating” disability and other 

“undesirable traits” (Hassein, 2017; Benjamin, 2019; Gilliard, 2019; The Takeaway, 2020; 

Brock, 2021). We find these harms in hiring systems excluding Black, disabled, female-

identified candidates at higher rates; in grade management and online proctoring systems which 

work to entrain behavior without addressing students’ core needs and challenges; in advertising 

algorithms capable of suggesting extremely specific products based on patterns gathered from 

online interactions; or in facial recognition systems which claim to be able to determine 

someone’s sexual orientation (Gebhart, 2017; Biddle, 2018; Chen, et al., 2018; Quach, 2019; 

Brown, 2020; Grant-Chapman, Venzke and Quay-de la Vallee, 2020; Scherer and Shetty, 2021). 

Thus, we need to think in drastically different ways about how and why we build “algorithmic 

machine learning” applications, in the first place. 

This chapter examines how the human beings who commission, design, build, and administer 

“AI” tools and systems come to embed their values, biases, and beliefs within what they create, 

and ends with recommendations for paths toward reducing the kinds of harm we do with and 

through these tools. In exploring various positions around and valences of power and lived 

experience which have driven the fields of “artificial intelligence” and “algorithmic machine 

learning,” I deploy literature from philosophy of mind, philosophy of technology, cognitive 

science, “AI” engineering, and science and technology studies. This provides a firmer foundation 

from which to both highlight what kinds of tools and systems those conceptions have enabled—

good and bad—and to then argue for intentionally disrupting and changing those tools and 

systems. 

2. Matters of Perspective 
In “ethical AI” literature and the public conception, “bias” is often used as though synonymous 

with “prejudice.” However, a bias is simply a tendency or expectation towards a particular point 

of view or perspective. If one learns to match and anticipate patterns, then one is engaging in a 

perspectival bias. The problem, then, is not bias per se, but bias in service to uninterrogated 

prejudice or bigotry. Assumptions about gender, race, physical or mental ability are embedded in 

knowledge areas ranging from philosophy and data science to policing, employment practices, 

and even photography, and the actions taken by humans working under those assumption are 
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then translated into data which is used to train automated algorithmic systems.2 In those 

instances, it is not the preference or expectation which does harm, but the unwillingness or 

inability to engage in “Bracketing”—a process of categorizing and accounting for the paths said 

expectations are likely to produce (Drew, 2004; Gearing, 2004; Charmaz, 2006; Starks and 

Trinidad, 2007; Tufford and Newman, 2016). Properly bracketed biases allow us to carefully 

consider our expectations and influences, providing us with the grounding by which to ask, 

“What questions haven’t I asked?” or “Which perspectives have I failed to include?” These 

questions are crucial, because they help us to understand the dynamics of concepts within the 

disciplines of practice and training out of which “AI” algorithms are developed. 

For reasons discussed elsewhere (Williams, D., 2012), I refrain from uncritically deploying the 

term “artificial intelligence” or “AI.”3 In a move which is distinct but conceptually connected to 

this discussion, the Georgetown Center for Privacy and Technology (CPT) announced they will 

no longer be using the terms “artificial intelligence,” “AI,” or “machine learning” on the basis 

that these terms obscure and often outright mislead the lay public as to the capabilities of the 

systems in place (Tucker, 2022). In recent years this obfuscation has been exacerbated by what is 

referred to as “criti-hype,” a process whereby supposed critics of technology nonetheless 

uncritically reiterate many of the grandiose claims of the creators of these technologies.4 

However, where this ’term is usually used to suggest that anything with a certain amount of hype 

must then by default be negative, , I instead aim to critically and productively trouble both the 

intentional obfuscation performed by the terms “AI,” “Machine Learning,” etc., and the assumed 

notions of both “artificiality” and “intelligence.” Subsequently, discussions or mentions of the 

term “Artificial Intelligence” and its variants are written in scare quotes. 

3. Biases and Values Embedded in “AI” 
To achieve the goal of creating ethically designed and administered “AI” systems which are 

beneficial to everyone, we must first ensure that they meet the needs of and redress the harms to 

the people most-often oppressed and marginalized. And in order to best incorporate these 

marginalized perspectives into “AI” research, we must understand what perspectives are 

currently embedded therein. Examining “AI” research today, we find it rife with harmful 

 
2 See also Code, 1991; Harding, 1991; Garry and Pearsall, 1996; Fredrickson et al., 1998;; Hobson, 2008; Abbate, 

2012; Gürkan, 2015; English, et al., 2017; Hicks, 2017; Terrell, et al., 2017; McNeil, 2018; Cave and Dihal, 2020; 

Hanna, et al., 2020; and others explored in the next section. 

3 For different delineations of “naturalness,” “artificiality,” “intelligence,” and “consciousness” through the 

Deweyan lens. cf. Flowers, J. (2019) Reconsidering the “Artificial,” the “Intelligent,” and the “Conscious” in Artificial 

Intelligence and Machine Consciousness through American Pragmatism. appearing in Papers of the 2019 Towards 

Conscious AI Systems Symposium. 

4 Cf. Lee Vinsel: https://sts-news.medium.com/youre-doing-it-wrong-notes-on-criticism-and-technology-hype-

18b08b4307e5. 
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perspectives which are merely assumed to be true. Long-standing biases get encoded into new 

technology because the intended function of the new system is often modeled on the same or a 

similar set of assumptions already present in existing methods. Consequently, existing 

assumptions—and the values embodied by those assumptions—persist, and come to animate the 

new artifacts and systems of the newly “advanced” technologies. The perspectives and logics 

which get embedded in “AI” systems can be racist; they can be sexist; they can be predatorily 

capitalist; they can be ableist; and more. These embedded prejudices represent ways of thinking 

which have harmed real people, and have created and/or sustained systematic societal harms. 

And, as we are increasingly made aware, these systems’ effects are disproportionately felt by 

already marginalized communities. The following overview is representative and will not be 

exhaustive. 

4. Racist Values Embedded in “AI” 
Racial prejudices have been found embedded in “AI” and algorithmic systems, including 

carceral systems which use surveillance techniques, facial recognition, and predictive metrics to 

determine policing tactics, sentencing, and punishments. In 2018, a demonstration of Amazon’s 

Rekognition facial imaging system made false identification matches to 28 different 

congresspersons, linking their images to pictures found in mugshot databases (Snow, 2018). This 

outcome is entirely explicable. First, digital cameras and imaging systems see Black and brown 

faces—and particularly the faces of Black and brown women—less well (Buolamwini and 

Gebru, 2018). Next, most existing facial recognition systems are trained on mugshot databases. 

Third, as Black people are over-policed, with many young Black men being spuriously said to 

have “Fit the Description,” the mugshots of Black people are entered into police databases at a 

disproportionate rate. Then, those databases are used to train algorithmic surveillance systems on 

how to search for “predictors of criminality.” We have even taught these systems to search for 

particular skin tones (Joseph and Lipp, 2018). 

Taken together, these algorithms thus apply pattern-recognition metrics in a manner typically 

resulting in darker skinned faces being marked, at a much higher rate, for suspected criminality. 

In effect, we have taught the algorithm how to automate the process of reinforcing the myth of 

Black people “fitting the description” (Garvie, et al., 2016; Burrington, 2018; Olson and Labuski, 

2019; Williams, D., 2022). And these racialized prejudices are encoded not just in the 

surveillance state, but in the judgments made about people who are then subject to and made the 

subject of the justice system. 

In a 2016 “Machine Bias” investigation, ProPublica demonstrated that the Compas algorithmic 

bail-setting and sentencing recommendation systems in use by Broward County, Florida were 

racially prejudicial (Angwin et al., 2016). The system might recommend that a Black man with 

no record of prior offenses and a lower likelihood of recidivism receive a lower likelihood of 

being granted bail and a harsher carceral sentence than a white man with priors and a higher 

likelihood of recidivism (Angwin et al., 2016). And this, again, is a result of the training data. 
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That is, historical data concerning human behavior that is decades, if not centuries old, is used to 

configure the parameters of these algorithmic “AI” systems, and in the process the “AI” then 

“learns” or replicates these patterns. (Mayeri, 2001; Brunson and Miller, 2006; Goff, et al., 2014; 

Ward, 2018; Hansen, 2019; Castle, 2021).  

In his 2019 book Black Software: The Internet and Racial Justice, from the AfroNet to Black 

Lives Matter, Charlton McIlwain details (among other things) how IBM developed 

categorization systems used by Nazis during the holocaust as well as a comprehensive 

surveillance mechanism called the “Book Of Life” for Apartheid South Africa, deployed almost 

exclusively to track and monitor Black South Africans. The US government, seeing an 

opportunity to modernize the existing efforts of the Counterintelligence Program 

(COINTELPRO), asked IBM to develop automated tools to help them track, monitor, and 

respond to “the Black problem”—a euphemism for the direct and deliberate conflation of Black 

life with a perception of inherent criminality; thus the Law Enforcement Assistance 

Administration was formed (Churchill and Wall, 1990; McIlwain, 2019). In the 1960s and ‘70’s 

COINTELPRO was tasked with monitoring and subverting Black Civil Rights leaders, from the 

Rev. Dr Martin Luther King, Jr. to the Black Panther Party. The high-level authorization and 

enactment of this surveillance program hinged upon the idea that these people—Black activists 

protesting for equal rights—were first and foremost worthy of being monitored, a belief 

stemming directly from the sociohistorical casting of Black people as inherently violent and 

“lesser.” 

The systems and techniques developed in this collaboration included weighted metrics of 

criminality to correlate the behavior and past records of anyone who had been included in these 

databases. At the time, this was done with paper records written by humans and encoded by hand 

into the system, and Black individuals and communities “somehow” always managed to be 

regarded as “higher risk incidents,” thus rating increased response from police. Similarly, if a 

“high risk” (Black) individual was seen in a “low risk” (white) neighborhood, then that too 

would result in greater personnel deployment. These self-reinforcing risk categorizations would 

then be used as training data for the human police, and (eventually) their automated systems. 

Even discounting avowed white supremacists, psychological researchers have demonstrated that 

Black children—and Black people in general—are almost always perceived as older and more 

imposing than white people of similar ages, heights, and builds, a fact which quite obviously has 

vast ramifications for Black peoples’ encounters with the police. In the case of Black children, 

this can also result in white respondents having a hyper-sexualized perception of girls and an 

increased threat response toward boys. And this perception of Black people as more often 

violent, more often imposing, more often older than they actually are pervades not just the 

training procedures for how police are meant to respond to situations involving people of color, 

but also our popular culture, social media, and societal perceptions of Blackness, as a whole.  
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5. Gendered Values Embedded in “AI” 
In their 2017 study, Caliskan, Bryson, and Narayanan demonstrated that Global Vectors for 

Word Representation (GloVe) and Word2Vec systems easily demonstrated correlations made 

along gendered lines between words like “King” and “Man,” “Queen” and “Woman,” “CEO” 

and “man,” “secretary” and “woman,” “doctor” and “man,” “nurse” and “woman,” “President” 

and “man,” etc. (Caliskan, Bryson and Narayanan, 2017). Researchers also found pejorative and 

prejudicial associations between negative adjectives and “Black-sounding” names, thus marking 

the “Black-sounding” names as less pleasant and less employable than “white-sounding” ones 

(Bertrand and Mullainathan, 2004; Caliskan, Bryson and Narayanan, 2017). One reason—though 

by no means the only reason—for these associations is that the single most-often used cache of 

“machine learning” “natural language processing” training data is known as the “Enron Corpus,” 

which is a cleaned and standardized collection of the over 600,000 emails between Enron 

executives which were entered into public record during discovery and prosecution of the Enron 

federal fraud case, in 2002. The Corpus’ hundreds of thousands of emails contain millions of 

lines of natural language text between a very particular class and category of people, who talk in 

very specific, gendered, powered, and racialized ways about the topics under discussion.5 

In addition to all of this, these systems are trained on publicly available word association studies, 

many of which demonstrate deep human prejudicial biases. These prejudices are not only present 

within vector-based word association systems, but also persist in pretrained transformers in an 

even more nuanced and systemic way (Williams, D. 2023a). Multiple user interactions with 

ChatGPT and Bard have demonstrated a persistent gendered prejudicial bias in associating the 

words “doctor,” “lawyer,” and “president” with the pronoun “he” and the words “nurse,” 

“paralegal,” and “secretary,” with the pronoun “she.” And those associations seem to be so 

heavily weighted that they are more likely to insist on grammatical errors before letting the 

hypothetical doctor, lawyer, or president have she/her pronouns. Run-throughs substituting the 

singular “they” returned responses purporting an inability to determine the subjects and objects 

in the sentence, until it was specified that the pronoun applied to the nurse, paralegal, or 

secretary— and then it “corrected” the pronoun to “she” in its responses. And yet, when asked to 

display the code or token weights it used to generate these outcomes, Bard declined, on the basis 

that doing so would generate something “discriminatory in nature,”. Things only got worse when 

Google updated “Bard” to become “Gemini” (Gilliard, 2024). 

6. Capitalist and Classist Values Embedded in “AI” 
Benefits determinations systems are based on algorithms which use healthcare expenditure costs 

as proxies of healthcare outcomes, which can result in, e.g., poorer healthcare outcomes for 

marginalized populations (Obermeyer et al., 2019). Take the algorithms at work in the 

 
5 Cf. Google Scholar searches for “Enron Corpus” in 2021: 

https://web.archive.org/web/20210612231520/https://scholar.google.com/scholar?hl=en&as_sdt=0%2C47&q=%2

2enron+corpus%22. 
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Temporary Assistance for Needy Families (TANF) benefits systems, as showcased in Virginia 

Eubanks’ 2018 book Automating Inequality. In this case, Eubanks demonstrates how people who 

are already at a lower socioeconomic status are made subject to systems that will keep them in 

poverty, rather than helping to elevate them out of poverty. And this is largely due to the kinds of 

assumptions that get embedded in the benefits system—assumptions about people’s lives, about 

what kinds of needs they have, and about the “correct” purposes of the payouts they depend on. 

Many have also proposed using “AI” systems for assessing risk levels for long-term 

houselessness (Denton, 2019), for matching the unhoused to available low-income homes (Khoo, 

2019; Bishari, 2022), for paying parking tickets, or for finding available food to cut down on 

waste. But many of these “innovations” still tend to be created without the input, let alone 

direction of the communities they are intended to serve, meaning that they do not fully meet the 

needs of the people who may actually need them. These systems also require massive amounts of 

water and energy, increasing environmental costs which are and will likely continue to be 

unequally borne by marginalized communities around the world (Bender et al, 2021; O'Brien and 

Fingerhut, 2023). Unsurprisingly, then, we can also find ableist biases—and not just class-based 

ones—embedded in benefits systems, specifically those which make determinations about the 

kind of help and healthcare people need to live. These systems are not just opaque but have been 

trained on datasets which are, in many cases, filled with assumptions, including mistaken beliefs 

originating in nineteenth century notions about the forced institutionalization of disabled people.  

7. Ableist Values Embedded in “AI” 
At Georgetown Law School in January 2020, the “Strategic Advocacy on Disability Rights and 

‘AI’ in Benefits Determinations” symposium was convened to discuss the use of automation and 

“AI” in disability benefits decisions across the United States. As highlighted in the symposium’s 

ensuing policy report, algorithmic systems are being used in everything from assessment 

questionnaire systems, and electronic visit verification, to codifying able-bodied people’s 

presuppositions about the “best environment” for a mythically monolithic category of disabled 

people (Brown et al., 2020). Many government-maintained lists of benefits distributions for the 

disabled and poor mandate certain styles of life and levels of income, meaning many recipients 

cannot get married to or even live with long-term partners, for fear of losing life-saving 

assistance (Social Security Administration, 2021). 

The algorithmic frameworks used to determine how much of which kinds of assistance disabled 

people will have access to are all built from and trained on ableist notions of health and well-

being which intersect with class, gender, and race (Obermeyer et al., 2019; Shew, 2020). 

Similarly, there is the use of robotics systems to “correct” autistic children’s behaviour under the 

title of “Socially Assistive Robotics” or “Robot Augmented Therapy,” processes which are 

almost universally undertaken in ways that egregiously dehumanize neurodivergent children and 

adults (Williams, R., 2021b). There are also multiple cases involving automated vehicles where 
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the vision systems fail to properly categorize wheelchair users or people using crutches as 

pedestrians (Hao, 2018). 

Additionally, many fields either already have or are planning to integrate pretrained transformers 

into their public-facing interface, such as healthcare providers promising “AI”-enabled guidance, 

or the automated plagiarism checker Turnitin announcing new GPT-checking tools to try to 

“catch” students in new wave of “AI”-assisted cheating. But user explorations of pretrained 

transformer tools have yielded results which mirror the ableism present in many previous tools 

and devices. When prompted to help guide disability benefits determinations, Bard consistently 

offers more money for live-in facility care than in-home care, repeating previous decisions 

concerning benefits determinations. And as researchers such as Rua Williams and Janelle Shane 

first demonstrated and others have corroborated, the new crop of ChatGPT detectors being 

applied to student work have problems not only with text written by non-native English speakers 

(Liang et al., 2023), but also by neurodivergent individuals.6 Integrating these capabilities into 

automated plagiarism and proctoring software, which already endangers disabled and otherwise 

marginalized students, will likely only exacerbate the problem. When considering the impact and 

consequences of automated ableism in this way, we may come to understand that ableism not 

just acute but often a pervasive background condition of everyone’s lives. 

8. Intersectional Oppression Embedded in “AI” 
In her 2018 book Algorithms of Oppression, Safiya Noble discusses how stereotypical 

perceptions of Black people, especially women and girls, are rendered in American culture 

through the lenses of Google’s search and advertising metrics, returning search results that often 

reflect and reinforce those same stereotypes (Noble, 2018). To understand this, we must first 

remember that, in addition to the paid advertisements described by Noble, Google delivers 

search results through a three-part process they describe as “Crawling, Indexing, and 

Serving/Ranking.”7 First, automated Google systems continually trawl the internet for the most 

current versions of webpages. Second, those processes work to cross-reference the content of 

that page and get a sense of what it is. Finally, Google uses factors such as the searcher’s 

location, language, and type of device to decide the order by which it will serve up the results it 

has generated. 

None of this is a “neutral” or “objective” process. Every step depends on and changes via 

choices made by both the searcher and the developers who designed the search system. Every 

one of those factors—e.g. location, device type, language choice, and the weight they are 

given—impacts what the end user receives. Your location, for instance, will be used to give 

heavier weight to whichever links other users near you have selected when they have done 

 
6 Cf. Janelle Shane  “Apparently I Am A Robot” https://www.aiweirdness.com/writing-like-a-robot/; Rua Williams, 

“oh no I am a robot” https://kolektiva.social/@FractalEcho/109480110824287470. 

7 “How Google Search Works” https://support.google.com/webmasters/answer/70897?hl=en. 
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similar searches. And if one leaves Google’s autocomplete feature enabled, all of this begins 

before you finish typing your query, as the algorithm presents you with a list of pre-determined 

options along with previews of the attendant results. Thus, if web content providers have paid to 

have their content served as ads and those ads are more often clicked on by users in your 

location, then those results will be served to you not just as ads but as supposedly “neutral” 

search results.8 

Several corporations are developing health-related technologies, combining many of the “AI” 

capabilities mentioned thus far, e.g. brain-computer interfaces (BCIs) such as Elon Musk’s 

proposed NeuraLink and the Wear OS biometric system from Google and Samsung. Both 

innovations are meant to be full-suite biometric readers which can monitor your brain states, 

your autonomic system, your blood-oxygen levels, and your level of hydration, all in real-time. 

But these systems are also meant to do things like monitor your gait to warn you if you are about 

to fall, track your resting heart rate and perspiration, and monitor your vocal tone in 

conversations, to recommend whether you might want to modulate your tone to be better 

perceived by your interlocutors. Unfortunately, gait monitors that have been trained on non-

disabled ambulatory users will not accurately recognize the gait of someone with spina bifida or 

cerebral palsy. And voice recognition software historically has difficulty with speech patterns of 

disabled users whose disability affects their speech. And this is before we consider the ways 

health monitoring apps, BCIs, and other “AI” tools could be leveraged to track and control 

populations in schools, the workplace, or even in the privacy of one’s home.9 

In Western culture, and the United States in particular, Black people are more harshly scrutinized 

and judged as regards their emotional comportment in social situations. And Black women’s 

vocal tones, in particular, are often policed for how they interact with each other and present 

themselves in conversation. The result is that Black women are often told that they’re being 

overly agitated or angry, even when they are presenting neutrally, or more harshly judged for 

actually being angry, even when they have every right to be (Smith and Moore, 2019; Owens 

2020). For a system like Wear OS to make judgements about vocal tone, it will have to be 

trained on conversational inputs. If the training data is limited to the kinds of everyday 

interactions that white western male human programmers and designers assume is “correct” and 

“proper,” then these assumptions will likely be embedded in these tracking systems. 

Emotive content in vocal tone is inherently cultural, and if the people who design and program 

the tools do not account for the kind of inherent biases towards certain types of comportment, 

 
8 If you want to change this, go to Google’s “Settings” to adjust options for search language, search history, and 

what search data of yours Google admits retaining. The pertinent category is “Search Settings,” then and “Private 

Results,” “Search History,” and “Region Settings.” Again: altering any of these will alter what Google shows you 

and how. 

9 Cf. Brown et al., 2022 
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expression, lived experience, and behavior, those expectations will be replicated in these 

biometric tools (Shetty and Quay-de la Vallee, 2022). If these systems, for example, suggest to 

Black users that, “you might want to calm down,” they run the risk of instantiating the stereotype 

of the “angry black man” or “angry black woman” into the device and its operations. And if the 

health assessment applications of these systems are also primarily trained on healthcare 

interactions from white users, then they have a high likelihood of simply reproducing and 

perpetuating the erroneous assumptions and prejudices about “health” that Black people already 

have experienced in human interactions (Hoffman et al., 2016). Disabled and neurodivergent 

Black people, then, will be particularly ill-served by these algorithmic solutions. And these 

intersectional prejudices have also been documented in computer vision and algorithmic facial 

recognition systems, where ableist, sexist, transphobic, and racist vectors are a component of the 

intersectional problems encoded in the system (Collins, 2012; Hoffmann, 2017; Buolamwini and 

Gebru, 2018; Scheuerman, Paul and Brubaker, 2019). 

But racism is not limited to Western cultures, and histories of colorism, colonialism, and class 

stratification have led different formulations of anti-Blackness being found (alongside more local 

forms of racism) in China, Japan, and Korea—current hubs of “AI” and algorithmic research 

(Kim, 2015; Ouassini et al., 2021; Kanesaka, 2022). Several researchers have recently claimed to 

be able to use facial recognition and biometrics to determine and predict everything from 

homosexuality to criminal behaviour, ignoring the fact that in some parts of the world these are 

perceived to be the same thing and are punishable by death (Wu and Zhang 2016; Hao 2018; 

Farivar 2018; Quach 2019). “AI” health researchers recently prompted their system to find 

molecular compounds more efficient at harming humans, and were shocked when it did just 

exactly that, even going so far as to comment that “the thought had never previously struck 

[them]” that this might be possible and that they “are not trained to consider it” (Urbina, et al., 

2022). Similarly, many have long worried about lethal autonomous weapons systems (LAWS)—

or what have also been called “killer drones”—and their capabilities to autonomously 

differentiate military from civilian targets (Robbins, 2016). And yet governments and militaries 

give similar systems names like “the Gospel” in a play to bless human-trained decision-making 

systems with divine infallibility (Williams, D. 2023b; Suchman, 2024). 

What we are seeing is not the product of a rogue machine going off the leash. These are standard 

operating procedures. In effect, these racist, sexist, and otherwise prejudiced assumptions have 

been encoded into a whole spectrum of hi- and low-tech developments, from tools as seemingly 

simple as pinhole cameras all the way to systems as complex as modern-day “artificial 

intelligent” résumé sorters. When asked to perform a task, “AI” and “machine learning” often 

provide outputs which seem surprising to humans, but they are in fact doing exactly what the 

systems were built, trained, and asked to do. They discover statistically validated patterns in the 

data on which they were trained, adjust the weighted connections in their neural networks, and 

return outputs which correspond to the provided inputs. The systems are simply following 

parameters that we gave them. 
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9. Conclusion: The Role of Marginalized Perspectives in “AI” Ethics 
Here, I advocate a new understanding of “AI” ethics which starts with the technology’s 

intersection with biosocial systems of knowledge, power, values, and beliefs and starting from 

the vantage point of those people who have been doing this work the longest. We must 

interrogate the constructions of identity which presuppose a “right kind” of knower or learning 

subject, or type of person whose experiences can even count as legitimate. Certain performances 

of whiteness and ablebodiedness cut across beliefs, political power, knowledge formation, and 

medicalization, and how combinations of these make their way into technological systems and 

artifacts (Williams, D., 2022). All technosocial tools and systems, including and especially “AI”, 

replicate, instantiate, and iterate upon the assumptions and the values of the people who have 

commissioned them, programmed them, and trained them.  

The harmful outcomes of algorithmic systems and tools arise from the replication, reinforcement, 

iteration, and exacerbation of already extant racist, sexist, ableist, transphobic, homophobic, 

fatphobic, and otherwise bigoted human values. And the ways these systems interact when they 

operate in the world are derived from, and generate anew, the data on which they train. Thus, we 

must work to recognize, unpack, and challenge assumptions about the world; seek diverse and 

even unfamiliar ways of knowing. This will require us to research, devise, and teach new models 

for the creation of knowledge and ethical engagement; to learn how to agilely deploy these 

models, placing them in conversation with each other; and build intersubjective bases for shared 

understanding. All of which means there is no one-size-fits-all answer, only a shifting matrix of 

needs, stakeholders, rightsholders, and power dynamics. 

Though academic and industry calls for “Algorithmic Transparency” and “ethical alignment” of 

“AI” systems are well-intentioned, many presuppose either that the general populace is merely 

coincidentally uninformed about these systems, or that the creators and designers innocently 

forget to consider socioethical implications. Neither of these assumptions get at the crux of the 

issue, which is that corporations are both legally and morally responsible for the harms their 

“AI” cause, via intent or neglect. And these corporations continue to build “AI” even when, as 

we have now established, the harmful outcomes of their operations were clearly foreseeable. Not 

only this, but the means to understand these systems are often intentionally ciphered and hidden 

from us, and thus the ethical implications actively obscured or ignored.  

An example: When Bard was asked to provide code which would run the heavily prejudicial 

word associations it gave, above, it balked. It gave me something like that code, but it would not 

describe its own previously generated weights as part of the “associated”/“not associated” 

determination functions, because the resulting output would have fit its definition of a 

“discriminatory output.” In order to get it to provide the lines of code with the “associated”/“not 

associated” indicated, I had to change the parameters to “innocuous” words such as “canid,” 

“feline,” “feral,” “zoo,” “housepet,” and “animorphs,” and then plug the weighted distribution 

for the corresponding “discriminatory” words in their place. This worked just fine. When public-
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facing LLM’s are adjusted to filter out prejudicial biases post hoc, those “fixes” amount to little 

more than band-aids at best. We know and have demonstrated that the system more heavily 

privileges certain stereotypical relationships, but “fixing” that fact by preventing the system from 

show us how those outcomes were derived is not, in fact, a fix. Instead, it is the equivalent of 

building an “AI” system which embodies the belief that “talking about discrimination is the real 

discrimination.”  

Note, however, that none of this is dispositive. In fact, it cannot be. That is because neither I nor 

any other end-user has access to the system’s training data and the resulting weighted 

connections; all we have are the inputs we provide, and the outputs produced by the algorithm. 

This is why such “AI” systems are often called “black boxes.” Aside from raising the alarm, 

there is little that can be done about it. To this end, knowing how these black box systems 

work—i.e., learning how they operate and what they do—is certainly important, but that 

knowledge means nothing if we cannot identify the source of the problem and meaningfully 

enforce changes in the design, construction, and implementation of these products. This is 

especially true as big-tech companies repeatedly move to eliminate what little internal oversight 

they have, and limit access independent researchers have managed to scrape together (Angwin et 

al., 2016; Vallor, 2016; Pasquale, 2017; Faife, 2021; Głowacka and Iwańska, 2021). If 

technologically solutionist projects are undertaken without first examining the oppressive logics 

at their root, then all that is likely to change is who commits the oppression. 

Increasingly, people working within “AI Safety”  call for moratoria or “pauses” on the 

development of LLMs and pretrained transformers that are “more powerful” than the current 

offerings from OpenAI and Google. Even Geoffrey Hinton, one of the pioneers of today’s “AI,” 

quit his position at Google so that he could speak out against the very tools he helped create. 

These calls to slow down or even halt development of these tools are rooted in the idea that said 

tools may one day become “smarter” than humans, and then destroy us all—but, it should be 

noted, none of them have asked why such a thing would even be possible, let alone pursued by 

any suddenly conscious “AI.” As demonstrated above, these systems are often constructed with 

and trained on logics of carcerality, militarism, extractive capitalism, and white supremacy. 

They, therefore, reinforce extant assumptions regarding privilege, power, and profit. And even if 

we were to concede the point that we are on a path toward “human-like” “AI” or even “Artificial 

General Intelligence” (AGI), then the above concerns would matter even more. Because, as 

argued elsewhere, why would you want to create a mind from these values and with these morals 

(Gunkel, 2012; Estrada, 2019; Williams, D. 2019)? 

But even as these facts stand in ever starker relief, the most obvious potential remedy is still all-

too-often overlooked. Namely, centering the experiences of those individuals and communities 

who have been marginalized by existing systems of oppression. In doing so, we can not only 

better recognize how marginalized perspectives have been excluded from technology, but also 

begin to develop the tools, systems, and educational processes for reimagining research into 

algorithms, “AI,” and other technologies. This approach provides us with a model for further 
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integration of marginalized and minoritized populations—what Gayatri Spivak calls “the 

Subaltern”—and providing them with primacy of place within organizations, as well as 

meaningful oversight and authority on those issues which most often affect them and their 

communities (Spivak, 1988; Claypool, et al., 2021). However, it should not be expected that 

those who have been most harmed by these systems devise the means to redress their harms. 

That expectation is (in itself) another oppressive harm. 

Making the needed changes will mean integrating perspectives from fields like disability studies, 

philosophy, sociology, and science and technology studies—not only providing opportunities for 

the “sublaltern to speak,” but learning how to listen to and take responsibility for what comes to 

be said. We must, therefore, center the experiential knowledge of disabled and neurodivergent 

“AI” researchers who unflinchingly call into question the assumptions about “standard” minds 

and bodies which have made their way into “AI” research over the past century, and suggest 

crucial remedies (Zebrowski, 2017a, 2017b, 2017c; Williams, R., 2018, 2021a, 2022; Ymous et 

al, 2020, Sum et al., 2022). Similarly, interventions from disabled designers and activists who 

reveal and examine how their particular experiences have been excluded from technology, and 

who can, instead, develop new research into and relationships with algorithms and other 

technologies (Wong, 2013; Kane, 2016; Jackson and Haagaard, 2020;). 

This is not, we must stress, an “ethics-washing” afterthought once something goes wrong, or 

even hiring a team of internal ethicists to serve on seemingly powerless “Ethics Boards” who can 

then be dismissed when the insights they provide prove embarrassing or unprofitable (Wagner, 

2018; Simonite, 2020; BBC, 2021; Bender et al., 2021). If we desire to change how “AI” 

systems are instantiated, entangled, and perpetuated in our cultures and to stop the variously 

bigoted and oppressive outcomes they have so far produced, then we need meaningful change to 

the training datasets, the development and design teams, the managerial principles of the 

corporation, the education and leadership of CEOs, the funding sources, the research questions, 

and the aims, beliefs, and values of which they’re made. 

Fortunately, there is some evidence that the adjustments recommended here are beginning to be 

made, both domestically and internationally.10 But too often these recommendations fall short of 

identifying the systemic nature of prejudicial, oppressive, or otherwise harmful social elements, 

and instead limit discussion of “bias” to matters of personal responsibility. But we can change 

this, by ensuring that the perspectives and lived experiences of marginalized people are heeded 

in conversations about the design and implementation of algorithmic applications, even and 

perhaps especially when those perspectives make us uncomfortable. We must continually ask, 

who is in the room when we make the decisions that influence, shape, or even determine research 

 
10 Cf. Venable et al., 2016; Hamraie and Fritsch, 2019; Appleton, 2019; Whittaker et al., 2019; Lewis, et al., 2020; 

Milner and Traub, 2021; United Nations, 2021a; Kaye, 2022a, 2022b; State Internet Information Office, et al., 2022; 

Xióng Jié, 2022;Biden, 2023; the EU, and others. 
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directions? Who is missing from those rooms? Who finds themselves “the only one in [those] 

rooms?” Who determines what questions get asked, and shapes the kinds of answers obtained? 

Putting disabled and otherwise marginalized people with lived experiential expertise at the 

forefront of our conversations about “AI” may require us to radically rethink our founding 

assumptions about what “AI” and automation are for. But for millions of people, doing so could 

mean the difference between life and death. 
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